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Discussion
1
Introduction

This paper proposes TP for Capacity Enhancement for approval.
2
Text Proposal to the TR36.875
Beginning of Text Proposal
4.4.2
X2-UP flow control
4.4.2.1
Ensuring delay target

SeNB and MeNB need to ensure that maximum delay targets of QCI (e.g., 2 or 4) for split bearer are not exceeded.
Some alternatives are identified:

Solution 1: SeNB takes the transmission delay between MeNB and SeNB into account. The SeNB can calculate the delay from SeNB to UE by subtract an additional delay from the delay between MeNB and UE. The details can be left to implementation.
Solution 2: This solution is to introduce timestamp information (i.e. time the PDU has been queued in MeNB) within the DL USER DATA (PDU Type 0) frame under assumption of synchronized network.

Solution 3: This solution is to introduce a discard indication sent from the MeNB to the SeNB. The MeNB may, based on internal mechanisms e.g. the expiry of an internal timer, decide to initiate the discard indication. Upon receiving of discard indication, the SeNB needs to discard the particular RLC SDUs.
Solution 4: This solution is to introduce delivery timer as an indication in the SeNB to discard the PDCP PDU when after the timer expires when still the PDCP PDU cannot be transmitted to the UE.
Ensuring packet delay target should not be a significant problem since SeNB may know the delay from MeNB to SeNB by Solution 1 above.
NOTE:
Whether re-ordering delay in SeNB needs to be further studied is FFS.

4.4.2.2
X2-U UL packet loss
In Release 12 DC, handling of X2-U DL packet loss is supported by observing whether consecutive X2-U SNs are received at the SeNB in X2-U DL packets. Loss of the report of packet loss may cause an issue. A possible solution is the SeNB to keep the PDCP-PDU loss indications included in the successive DL DATA DELIVERY STATUS frames until explicitly confirmed by MeNB. Alternatively implementations could foresee e.g. repeat the status reporting; or to set an appropriate PDCP reordering window and PDCP status reporting parameters. Taking above analysis into account, there are several implementation specific solutions possible to handle X2-U UL packet loss.
4.4.X
Proposed Methods to enhance capacity in the presence of UEs configured with DC and without DC
4.4.X.1
Problem Statement

Encouraged by simulation results provided in R3-15100 [x1], which claim gains in terms of system capacity, it was agreed to study the feasibility of the assumptions under which such gains have been claimed.

It has been investigated for non-GBR split bearer whether overall system capacity can be enhanced by coordinating radio resource usage between the MeNB and the SeNB serving the UEs configured with DC.

It has been further investigated whether UEs not configured with DC or not capable of performing DC could benefit as well from coordinating radio resource usage between the MeNB and the SeNB serving the UEs configured with DC.

New user plane and control plane solutions were studied. 

The new solutions assume that DC UEs are kept in DC even if resource usage for such UEs becomes rather costly instead of releasing the SCG in order to maximize the system capacity.
4.4.X.2
Proposed Solutions
4.4.X.2.1
User Plane solution 1: Bi-directional exchange of UE throughput history throughput information
This solution introduces UE throughput history information in DL USER DATA frame and DL DATA DELIVERY STATUS frame defined in TS 36.425 [x]. This parameter indicates the UE throughput history per bearer at eNB, which is provided in a certain period with average UE throughput served by the eNB only when there is data to be transmitted to the UE (i.e. average user throughput should only be updated when there is data to be sent to the UE otherwise “zero” value is included).
In order to make sure that each RRM should not be in trouble resulting in degrading capacity, it is necessary to clearly define the UE throughput history information.
As example, how to capture this solution in TS36.425 is provided below.

In Section 4.1 (General aspects) and Section 5.1 (General), it may be necessary to capture functional description.
· One eNB may take UE throughput history information for the UE from the other eNB into account for the radio resource allocation.
In Section 5.2 (X2 user plane protocol layer services), the following bullet can be added as function.
· Information of average UE throughput history
In Section 5.4.1.1 (Successful operation), the following statement can be added.
· The MeNB provides average UE throughput history in a certain period to the SeNB.
In Section 5.4.2.1 (Successful operation), the following field can be added as part of DL DATA DELIVERY STATUS frame.

e)
UE throughput history, only updated when there is data to be scheduled to the UE.
In Section 5.5.2.1 (DL USER DATA), the following field can be added in Figure 5.5.2.1-1.

	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=0)
	spare
	UE Thr. Hist. Ind.
	1

	X2-U Sequence Number
	2

	DL UE Throughput History
	4

	UL UE Throughput History
	4

	Spare extension
	0-4



Figure 5.5.2.1-1: DL USER DATA (PDU Type 0) Format
In Section 5.5.2.2 (DL DL DATA DELIVERY STATUS), the following field can be added in Figure 5.5.2.2-1.

	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=1)
	Spare
	UE Thr. His. Ind.
	Final Frame Ind.
	Lost Packet Report
	1

	Highest successfully delivered PDCP Sequence Number
	2

	Desired buffer size for the E-RAB
	4

	Minimum desired buffer size for the UE
	4

	Number of lost X2-U Sequence Number ranges reported
	1

	Start of lost X2-U Sequence Number range
	4* (Number of reported lost X2-u SN ranges)

	End of lost X2-U Sequence Number range 
	

	DL UE Throughput History
	4

	UL UE Throughput History
	4

	Spare extension
	0-4



Figure 5.5.2.2-1: DL DATA DELIVERY STATUS (PDU Type 1) Format

In Section 5.5.3, the following parameters can be described as well as UE Throughput History Indication which indicates the existence of those.
5.5.3.x
DL UE Throughput History
Description: This parameter indicates the DL UE throughput history at eNB. This parameter is provided in a certain period with average UE throughput scheduled by the eNB only when there is data to be scheduled for the UE (i.e. average user throughput should only be updated when there is data to be scheduled to the UE otherwise “zero” value is included).
Value range: {0..232-1}. 

Field length: 4 octets.

5.5.3.y
UL UE Throughput History
Description: This parameter indicates the UL UE throughput history at eNB. This parameter is provided in a certain period with average UE throughput scheduled by the eNB only when there is data to be scheduled for the UE (i.e. average user throughput should only be updated when there is data to be scheduled to the UE otherwise “zero” value is included).
Value range: {0..232-1}. 

Field length: 4 octets.
4.4.X.2.2
User Plane solution 2: Uni-directional exchange of UE throughput history throughput information
This solution introduces UE throughput history information in DL USER DATA frame defined in TS 36.425 [x], and utilizes the existing flow control mechanism as the input of the information for the direction from the SeNB to the MeNB. This parameter indicates the UE throughput history per bearer at MeNB, which is provided in a certain period with average UE throughput served by the MeNB only when there is data to be transmitted to the UE (i.e. average user throughput should only be updated when there is data to be sent to the UE otherwise “zero” value is included). 
4.4.X.2.3
Control plane solution: Ensuring provision of minimum QoS by only one eNB involved in DC through coordination between MeNB and SeNB over X2AP

This solution considers that for UEs in dual connectivity a simple coordination over X2AP between the two eNBs allows spending the effort to ensure fairness by only one of the two nodes when such resources are costly.

Variant 1:

This solution is applicable especially to the case the SeNB takes over the task to ensure fairness from the MeNB among DC UEs when it is less costly in terms of resources for the SeNB. More precisely, the MeNB ensures fairness for the UE split bearer until it detects that radio conditions enable SeNB to ensure fairness and at lower cost. The MeNB sends a SeNB Modification Request message to delegate to the SeNB to ensure fairness.
Later on, the MeNB can take over back the task to ensure fairness if conditions have deteriorated in the SeNB and the cost to ensure fairness in terms of resources has become high in SeNB. The solution is depicted here-below:
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Figure 4.4.X.2.3-1: Fairness delegation
Variant 2:
This solution is applicable in similar conditions as variant 1. However the triggers are different: The MeNB sends a SeNB Modification Request message to request the SeNB to ensure a minimum QoS commitment for the split (non-GBR) bearer. This can be through signalling a minimum bit rate or a minimum inter-packet interval to be ensured.
Later on, the MeNB can take over back the task to ensure fairness if conditions have deteriorated in SeNB and the cost to ensure fairness has become high in SeNB. The MeNB sends a new SeNB Modification Request message to the SeNB for cancelling the previous request to ensure a minimum QoS commitment for the split (non-GBR) bearer. The cancellation can be indicated through signalling a minimum bit rate equal to zero, or a particular dummy value for a minimum inter-packet interval to be ensured. The solution is depicted here-below:
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Figure 4.4.X.2.3-2: Minimum QoS Commitment
4.4.X.2.4
Applying local RRM strategies based on information available via already specified means
Information available at the MeNB

The MeNB receives feedback about the successfully in-sequence transmitted PDCP PDUs at an implementation/configuration specific rate, i.e. the MeNB can calculate the amount of data that was successfully delivered to the UE by observing the acknowledged PDCP PDUs, the size of the respective PDCP PDUs and the time that had elapsed since the last feedback. Taking the X2-U feedback into account the MeNB would be provided with SeNB specific UE throughput history information.

Important information to which the MeNB has direct access is the current link quality observed at both the MCG and SCG. To that respect, the MeNB is the “real master” of the SCG as it may decide based on UE measurements when to add and when to remove SCG resources – and naturally, the SeNB is dependent on the MeNB interpretation of the UE measurements. 

The MeNB in turn is dependent on the admission control decisions of the SeNB. The SeNB can very well request the release of a bearer or the release of the whole SCG or not admit SCG resources in the first place, e.g. if the load situation at the SeNB wouldn’t result in throughput gains for DC users or a certain minimum throughput for non-DC users cannot be guaranteed any more.

Information available at the SeNB

At SCG addition and SCG SCell addition the SeNB may receive the latest UE measurement results of the SCG cells. Further, the SeNB is aware of the MCG configuration and the share of the UE capabilities that is “consumed” by the MeNB already. The information available at the SeNB regarding the resources at the MCG is less instantaneous than the information available at the MeNB, basically it comprises information provided to the SeNB at SeNB Addition/Modification by the MeNB. However, this can be regarded as a direct consequence of the general DC design. The understanding of the radio resources allocated at the MeNB and the SeNB however is mutual due to the exchange of configuration information within transparent containers.  Further, an eNB has a good understanding of the available capacity of cells served by its neighbouring eNBs.

On X2-U the SeNB provides the MeNB with feedback about the desired buffer size for an E-RAB and the minimum desired buffer size for the UE. This information would also provide means for the SeNB to control the (desired) amount of data to be provided to the SeNB.

If the SeNB becomes aware that serving the UE in DC would become too costly and would steal resources from other UEs it may well release the SCG or even not accept the SeNB addition/modification. 
Next Text Proposal
5
Conclusions
Location Reporting Enhancement
There is no clear requirement to enhance the Location Reporting from pure location accuracy purpose.

UE-AMBR coordination over X2
In order to optimize the overall throughputs for the UE and avoid restrict the bitrate unnecessary, UE-AMBR coordination over X2 is feasible in Release 13.
CSG support for Dual Connectivity

CSG support for hybrid access HeNBs acting as SeNBs has been identified as the only option for future normative work.

Handover Enhancements
Data Forwarding: No standardisation impact was identified during the study.
Ensuring delay target
Ensuring packet delay target should not be a significant problem since SeNB may know the delay from MeNB to SeNB.
X2-U UL packet loss
There are several implementation specific solutions possible to handle X2-U UL packet loss. No standardized solution will be further pursued.

Capacity enhancement in the presence of UEs configured with DC and without DC
A majority of companies in RAN3 expect benefits on bi-directional UE throughput history information. However, there is no consensus on the assumptions under which benefits of those solutions are claimed.
LIPA in the dual connectivity:
Use cases for LIPA are covered by use cases for SIPTO with co-located L-GW. The conclusion for SIPTO with collocated LGW can be applied to LIPA.
End of Text Proposal
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