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1
Introduction

There is not so much to introduce. The disputants are well known to each other, such clarity can probably not be stated about the topics the discussion is about, so let’s go right to them.
2
Discussion

2.1
Problem Statement

While parts of the text provided beforehand and submitted in R3-151065 [1] found their way into R3-150985 [2] (welcome!) it seems that [2] is stripped off all details that would allow to understand what the actual problem is about and to establish its feasibility, as it should be done in a study phase. In fact, it seems as if – as a result of the informal discussions that took place before RAN3#88 – there is no problem left at all. All that the problem statement provides is a credo in more system capacity, mainly stimulated by results presented in R3-150100 [3] – a credo in a method which builds on very specific assumptions, both in real deployments and in the simulations presented, in order to succeed. Those specific conditions were clarified at RAN3#87bis.

It would be very important to introduce a description of those assumptions in the problem statement section. For this it is not clear why the text provided in R3-151065 [1] was not adopted (but this could be due to the very limited time and we are available to receive kind explanations). So we would propose to include the following statement:

The new user plane and control plane solutions assume that DC users are kept in DC even if resource usage for such users becomes rather costly and would rather result in releasing the SCG. However, in some cases it might be beneficial to keep the users in DC in order to reduce overall X2/RRC signalling load.

These assumptions are – in our view – part of the problem, and it would be beneficial to first look at the feasibility to reach gains under these assumptions. 
Observation 1 The problem statement proposed in R3-150985 [2] does actually not state any problem. It just provides a statement of expectation. This is not what expected in a study phase, where problems shall be clearly described and their feasibility validated.
Proposal 1 Introduce a problem statement to the TP, like the text proposed in R3-151065 [1] and partly outlined in section 2.1 of this paper.

Part of the clarifications during discussions at RAN3#87bis and the informal email discussion led to an understanding that only non-GBR split bearers are the object of the investigations. The following statement, as proposed in [1] should be included:

The related methods introduced below are applicable for non-GBR split bearers only. 

Proposal 2 Introduce a statement that the object of investigations is non-GBR split bearers only.

From the informal discussions prior to RAN3#88 we understand that still all companies agree on keeping RRM entities, within the eNBs involved in DC, independent, which is quite an achievement on its own. We also think that the statements in the discussion part of [2] contradict this common understanding and are just a left over that should be removed.
Statements like the two last paragraphs of the problem statement TP in [2], reported below, do not represent the problem as such but do already provide a verdict about solutions and the respective expected gains. 
It has been recognized that capacity could be improved by coordinating radio resource usage between the MeNB and the SeNB among DC UEs and non-DC UEs. This is because if a DC UE is being served by one eNB with enough allocation of radio resources, the other eNB may decide to prioritize allocation of its radio resources to other UEs.

The new user plane and control plane solutions were studied and also recognized that each RRM should not be in trouble even if it receives additional information from the other. 
Indeed an evaluation of the problem and of the feasibility, appropriateness and technical validity of the solutions proposed is yet to be studied, hence the statements above confirm something that cannot be concluded. We propose to remove them.

Observation 2 The last two paragraphs of the problem statement TP in [2] do not state any problem but already a kind of conclusion.

Proposal 3 Remove the last two paragraphs of the problem statement TP in [2].

2.2
UP solution(s)

The UP solution(s) build upon exchanging throughput history.
From the informal email discussions we understand that the proponents still believe that “MAC level information” (i.e. HARQ throughput) is suited to represent UE throughput history. During past discussions it has been clarified that HARQ throughput is beneficial as it provides a more instantaneous image of the throughput than throughput deduced from acknowledged PDCP PDUs. However, HARQ throughput provides an altered figure of what application level throughput is, therefore making it impossible to evaluate the exact data rate of services in the reporting node. From the fact that simulation results in [3] built upon a 50ms feedback periodicity we can deduce that the argument of instantaneousness is not of such fundamental importance.
Observation 3 Even simulation results in [3] don’t provide evidence that MAC-level throughput information is important.

Proposal 4 Agree that MAC-level throughput information is not necessary and that PDCP PDU level feedback is sufficient.

Proposal 5 Introducing new throughput information from the SeNB to the MeNB is not necessary, as already Rel-12 X2-UP provides exactly this information.

For the remaining cases, e.g. the proposed feedback from MeNB to SeNB, let’s investigate now on the feasibility of the proposed solutions and whether they can lead to interoperable mechanisms according to which the claimed gains can always be achieved under the principle of RRM independence. 
The UP solution(s) builds upon exchanging throughput history. Here are examples of how such solutions may result in interoperability issues that would rather degrade performance than enhance it.
Example scenario:

A UE may be on a video streaming service for which the minimum bearer service rate is e.g.500Kbps. If one of the eNBs serving the UE provides 300Kbps, this is, to the service, insufficient throughput. 
However, in a different case the same UE may not be on a video streaming service but on an FTP or background data service, for which 300Kbps may be more than enough.
So, what action should the other eNB take given that service awareness and RRM for such particular service is not coordinated?
Indeed, there could be interoperability issues: if the SeNB serving the UE provides 200Kbps, which together with the 300Kbps of the MeNB would make it for a good enough streaming video service, and if the SeNB believes that the 300Kbps provided by the MeNB are more than enough, it will de-allocate its 200Kbps, therefore causing a service interruption. Note that the MeNB may still allocate resources to provide the 300Kbps, but such resources are insufficient to deliver the service. The resources are therefore wasted.
This example is not a corner case. Many video streaming applications are mapped to default bearers today, i.e. they go in the same QCI as background traffic. Video streaming services are the most resource demanding ones. 
Note that if the UE was on an FTP service, the action of the SeNB to de-allocate resources for the 200Kbps provided would be plausible. 

Therefore, if the principle of service awareness and RRM independence needs to be respected it is impossible for a node to understand what throughput is “in excess” and could be de-allocated.
But let’s assume service awareness is given, both in the MeNB and the SeNB, e.g. by an operator specific QCI. So both eNBs know the minimum bitrate that is necessary to succeed on the non-GBR service (a minimum bitrate is a contradiction to the definition of a non-GBR bearer service, but just for the sake of this thought experiment let’s neglect this contradiction). 
Let’s also assume that providing throughput history is able to sufficiently predict the future throughput (periodicity of 50 ms feedback is almost assuming quasi stationary radio conditions, which in reality may change many times in a 50ms time window).
The minimum service bitrate 500kbps is known to the MeNB and the SeNB.

Situation 1) the SeNB reports 200kbps to the MeNB, the MeNB reports 200kbps to the SeNB (this could happen as a momentary report, assuming the streaming service application in the mobile works with a playout buffer). Which eNB should increase the bitrate? 

Situation 2) the SeNB reports 300kbps and the MeNB reports 300kbps. If there is no resource shortage, both eNBs could be happy in continuing the same way. But as we are investigating overall system capacity/throughput enhancements at rather extreme load situations, there could be a resource shortage in both eNBs resulting in both eNBs reducing their contribution, ending up in situation 1).

Situation 3) Both eNBs recognise that the sum of the SeNB and MeNB contribution results in 500 kbps overall momentary bitrate for the service. If the contribution of one eNB is below the contribution of the other eNB, according to the scenario outlined in the problem statement, one eNB could interpret a lower-than-the-half contribution (or lower than any other threshold) as a sign to take over completely the guarantee of the minimum QoS, the other eNB could however interpret the same information in the completely opposite direction. If the eNBs are not coordinated in such RRM management, service interruptions may occur.
The 3 situations show that solution 1) would not work at all without clear rules (RRM algorithms) being co-ordinated between the eNBs – which basically confirms the observation that gains in terms of system capacity/throughput enhancements with solution 1) can be only expected if the RRM entities in the involved eNBs are tightly coordinated to work constructively together.

After discussing this example scenario we want to remind again that the discussion above assumed service awareness at the E-UTRAN for services on non-GBR bearers, which is not supported in 3GPP. 
Providing only UE throughput history information will not allow the receiving eNB to know how to react on this information. This has been demonstrated within the pCR text for 36.425 in [2]. The semantics are not able to describe the action upon receipt of the IE.

Observation 4 Even with exact knowledge of service requirements expected behind non-GBR bearers, the RRM entities in both, the MeNB and the SeNB would need to be quite coordinated in order to achieve gains expected for solution 1). Failure to do so would lead to interoperability issues,  i.e. losses in performance rather than gains.
Proposal 6 Agree on the TP from [1] for the U-plane solution and the example description above.
2.3
CP solution(s)

As outlined in [1] we thought it would be quite well understood that both, the variant that foresees either of both eNBs to request the other eNB taking over completely providing a minimum QoS to the UE and the variant that proposes a minimum bitrate to be signalled to the SeNB, are either not necessary or not possible options.

Note:
The bitrate or amount of allocated radio resources equivalent to the minimum QoS, may differ depending on e.g. the current load situation in the eNB, the number of non-GBR bearers to be served; the RRM strategy may weight non-GBR bearers according to the radio conditions the UE currently experiences, etc.

2.3.1
First Variant – explicit request with a single codepoint
Looking at the first variant of the CP solutions in more detail (see [2]), one can see that only a subset of possible transitions is explicitly depicted. The figure below shows all possible transitions:
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Figure 2.3-1: all possible transitions for the first variant of the C-plane solution
1a) SCG put on hold: while serving the UE in DC it becomes too costly to provide radio resources to the UE by the SeNB. A decision is taken to serve the UE by MCG means only.
1b) SCG put back to active: while serving the UE by the MeNB only, the UE context is kept in the SeNB although the UE hasn’t received user data via the SCG; conditions are becoming better so that providing radio resources via the SCG is less costly.
Explanation of the other transitions follow descriptions of 1a) and 1b) in an obvious way.

[2] explicitly describes transitions 2a and 3a. 3b is assumed to be reached by the same signalling means as depicted for 2a. The state transition scheme is depicted in the figure below: 
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Figure 2.3-2: possible transitions along description in [2]
We have been wondering whether the other transitions are not needed to be explicitly supported, or whether the radio resource allocation strategy according to [2] is to toggle in between either only the MCG or only the SCG providing radio resources to the UE.

[1] explicitly describes transitions 2a and 2b only. Especially 2b was seen important to enable the system to return to full DC operation again. While in [1] we have argued that the explicit indication for 2a and 2b wouldn’t change anything in the SeNB’s behaviour, as the SeNB would anyhow try to provide a minimum QoS to each UE, regardless whether it would be in DC or not. For 1a and 1b, we don’t see a need, as the MeNB would be in the position to steer traffic while arbitrating user data in between MCG and SCG. So, in 1a, the MeNB just ceases to provide user data to the SeNB, in 2a it resumes sending user data. This has been also concluded in [2] and we agree to that.
2.3.2
Second Variant – indicating a “minimum bitrate”
While for the second variant, introducing a “minimum bitrate” to be indicated for a non-GBR bearer would turn the current 3GPP QoS concept upside down without producing any advantage: it seems pointless to transform non-GBR bearers in GBR when GBR bearers can be used already – we shouldn’t introduce such things without explicit communication with other TSGs and WGs and without clear and sound technical reasons.

The above discussion of the issues is captured in [1] and we propose to agree on the respective TP.

Proposal 7 Agree on the TP from [1] for the C-plane solutions which captures the identified issues.

2.4
Existing solutions

We have been quite astonished by statements that would discredit solutions that build on existing functions just because they are legacy functions (see [2]).

We would like to remind that additional functionality should first proof its feasibility – within the principles defined and agreements made. Then it should be proven that the additional functionality can provide gains – again, while respecting principles defined and agreements made.

Observation 5 For the time being there is neither proof of feasibility (see section 2.2) nor proof of gains for the proposed problem statement and solutions.

2.4
Summary of solutions

The state transition diagram introduced in section 2.3.1 is quite useful in comparing the solutions
UP solution:
The eNBs keep exchanging UE throughput history info. As discussed in §2.2, due to the agreed independency of the RRM entities, the behaviour of the eNBs cannot be specified in sufficient details to guarantee mutual understanding of the current situation in each node and therefore guarantee the expected gains: 
Each eNB may interpret the reported throughput history in a different way and assume itself in a different state. In fact, Figure 2.3-1 represents a simplified model of possible states, as there will be intermediate states in between the states depicted in Figure 2.3-1.  
CP solution first variant:
As discussed in §2.3, the same function as required for the first variants is already specified within the X2UP protocol. Either, the MeNB doesn’t provide user data to the SeNB or the SeNB doesn’t request more data.

CP solution second variant:
We have outlined very fundamental issues with the second variant, which disqualify the solution as such. Therefore we do not further discuss this variant.

Legacy behaviour:
If the SeNB becomes aware of a load/radio condition issue in the SeNB, it doesn’t request more user data from the MeNB (or requests less).
If the MeNB) becomes aware of a load/radio condition issue in the SeNB, the MeNB provides less (or ceases to provide) user data to the SeNB. The X2-UP protocol introduced in Rel-12 is able to provide respective throughput history information.
If the MeNB becomes aware of a load/radio condition issue in the MeNB, the MeNB utilises MCG resources less (or ceases to utilise them).

This assumes that the MeNB is willing to keep the UE in DC. However, it would be expected that UEs in poor SCG radio conditions are not kept in DC or at least are not served by the node with poor radio signal. This is because in such case DC would not help improving throughput maximisation, on the contrary spectral efficiency may be reduced in case such UEs are maintained connected and allocated excessive resources due to their poor radio.

Alternatively, the SeNB could – depending on the load situation – not allow DC-UEs to enter with an RSRQ too low for the current load situation (resp. the MeNB or the SeNB releases SCG resources below a certain threshold).

Observation 6 It doesn’t seem that any of the proposed solutions can provide added value to the current legacy possibilities.
Proposal 8 Agree to not perform normative work on any of the outlined new CP or UP solutions.
3
Conclusion
The following observations have been made in the discussion part of this paper:
Observation 1
The problem statement proposed in R3-150985 [2] does actually not state any problem. It just provides a statement of expectation. This is not what expected in a study phase, where problems shall be clearly described and their feasibility validated.
Observation 2
The last two paragraphs of the problem statement TP in [2] do not state any problem but already a kind of conclusion.
Observation 3
Even simulation results in [3] don’t provide evidence that MAC-level throughput information is important.
Observation 4
Even with exact knowledge of service requirements expected behind non-GBR bearers, the RRM entities in both, the MeNB and the SeNB would need to be quite coordinated in order to achieve gains expected for solution 1). Failure to do so would lead to interoperability issues,  i.e. losses in performance rather than gains.
Observation 5
For the time being there is neither proof of feasibility (see section 2.2) nor proof of gains for the proposed problem statement and solutions.
Observation 6
It doesn’t seem that any of the proposed solutions can provide added value to the current legacy possibilities.


The following is proposed:
Proposal 1
Introduce a problem statement to the TP, like the text proposed in R3-151065 [1] and partly outlined in section 2.1 of this paper.
Proposal 2
Introduce a statement that the object of investigations is non-GBR split bearers only.
Proposal 3
Remove the last two paragraphs of the problem statement TP in [2].
Proposal 4
Agree that MAC-level throughput information is not necessary and that PDCP PDU level feedback is sufficient.
Proposal 5
Introducing new throughput information from the SeNB to the MeNB is not necessary, as already Rel-12 X2-UP provides exactly this information.
Proposal 6
Agree on the TP from [1] for the U-plane solution and the example description above.
Proposal 7
Agree on the TP from [1] for the C-plane solutions which captures the identified issues.
Proposal 8
Agree to not perform normative work on any of the outlined new CP or UP solutions.
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