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1. Introduction
The New WI RAN Aspects of RAN Sharing Enhancements for LTE[1] was agreed in RAN#65 meeting. In RAN3#87 meeting, the analysis requirement based on case a/b/c is raised in order to determine if resource status reporting needs enhancement. Here we give detail analysis based on cases in order to support network sharing.
2. Discussion
2.1 Background
RAN3#87 raised the following cases:
Case a) static allocation, i.e. guaranteeing a minimum allocation and limiting to a maximum allocation,

Case b) static allocation for a specified period of time and/or specific cells/sectors,

Case c) first UE come first UE served allocation.

Case d) first UE come first UE served allocation, namely an equal access by sharing operators to available resources in the cell.

-  per PLMN resource limitation, taking place when the cell reaches an overloaded status, may be enforced.

Case e) first UE come first UE served allocation, namely an equal access by sharing operators to available resources in the cell.

-  per PLMN resource limitation, taking place when the cell reaches an overloaded status, shall be enforced.
E-UTRA RAN sharing enhancement allows multiple operators to share a single E-UTRA RAN. The shared E-UTRAN resource allocation usually is provided by the Hosting Operator or negotiated by operators in advance. 
2.3 Load management analysis based on different cases
1) Case a) 

Here is the example. Assume that eNB/Cell1 shared by Operator1 and Operator2. Operator1 is the Hosting Operator, which configured with {PLMN1, MinResourceAllocation 30%, MaxResourceAllocation 100%}. Operator2 is configured as {PLMN2, MinResourceAllocation 30%, MaxResourceAllocation 60%}.
The cell (nowadays the load measurement objects are cell-level based) can collect Resource Allocation under different PLMN when UE is accepted by cell under eNB with serving PLMN.
Because the allowed resource allocation ratio per PLMN is different, the load value per PLMN is also different. For example, when the Load is 40% of the whole cell resource, it will be regarded as LowLoad for PLMN1, however, it will be regarded as HighLoad for PLMN2. Therefore, in Case a), in order to support RAN sharing, the measurement report of the resource status under different PLMN will be impacted and differentiate based on PLMNs .

Furthermore, if we consider the overload case, the load of PLMN2 in Cell1 is highly overload, then it is necessary for Cell1 to know the load status with PLMN2 of neighbouring cells of neighbouring eNBs for load balancing. The eNB/Cell1 can trigger to handover UEs with PLMN2 to neighbour cells which has low load with PLMN2.
Oberservation1): Load reporting among neighbouring Shared eNBs per PLMN-ID granularity is necessary for Case a). Load balancing among Shared neighbour cells has to take current Load per PLMN ID and agreed quota per PLMN ID into consideration. Resource Status Update message should be enhanced per-PLMN basis. 
2) Case b) 

Case b) can be treated as the sub-case of Case a). Here is the example. Assume that eNB/Cell1 shared by Operator1 and Operator2. Operator1 is the Hosting Operator, which configured with {PLMN1, MinResourceAllocation 50%, MaxResourceAllocation 100%, from 8am to 9pm; MinResourceAllocation 20%, MaxResourceAllocation 60%, from 9pm to 8pm }. Operator2 is configured as { PLMN2, MinResourceAllocation 20%, MaxResourceAllocation 50%, from 8am to 9pm; MinResourceAllocation 50%, MaxResourceAllocation 100%, from 9pm to 8pm }.

The analysis for Case b) is quite similar as Case a). Because the allowed resource allocation ratio per PLMN for a specified period of time is different, the load value per PLMN is also different. For example, when the Load is 40% of the whole cell resource at 6pm, it will be regarded as LowLoad for PLMN1, however, it will be regarded as HighLoad for PLMN2. Therefore, in Case b), in order to support RAN sharing, the measurement report of the resource status under different PLMN will be impacted and differentiate based on PLMNs .

Furthermore, if we consider the overload case, the load of PLMN2 in Cell1 is highly overload, then it is necessary for Cell1 to know the load status with PLMN2 of neighbouring cells of neighbouring eNBs for load balancing. The eNB/Cell1 can trigger to handover UEs with PLMN2 to neighbour cells which has low load with PLMN2.
On the other hand, if we consider static allocation for specific cells, the example likes: {Cell1, PLMN1, MinResourceAllocation 30%, MaxResourceAllocation 100%; PLMN2, MinResourceAllocation 30%, MaxResourceAllocation 60%},{Cell2, PLMN1, MinResourceAllocation 30%, MaxResourceAllocation 60%; PLMN2, MinResourceAllocation 30%, MaxResourceAllocation 100%}. Then the measurement report of the resource status per-PLMN under different Cells will be impacted and differentiate based on PLMNs. It is also necessary for Cells to know the load status per-PLMN of neighbouring cells of neighbouring eNBs for load balancing.

Oberservation2): Load reporting among neighbouring Shared eNBs per PLMN-ID granularity is necessary for Case b). Load balancing among Shared neighbour cells has to take current Load per PLMN ID and agreed quota per PLMN ID into consideration. Resource Status Update message should be enhanced per-PLMN basis. 

3) Case c) 

It follows the principle that first UE comes, first UE served allocation, namely an equal access by sharing operators to available resources in the cell. If there is no resource allocation quota configured per PLMN ID, there will be no impact on resource allocation and load balancing.

4)Case d)
The difference with case c) is that the sharing operators are configured with MaxResourceAllocation. The sum of all MaxResourceAllocation can exceed 100 %. Assume that eNB/Cell1 shared by Operator1 and Operator2. Operator1 is the Hosting Operator, which is configured with {PLMN1, MaxResourceAllocation 100%}. OperatorB is configured as {PLMN2, MaxResourceAllocation 60%}.
If we consider the overload case, the load of PLMN2 in Cell1 is highly overload, then Cell1 may need to know the load status with PLMN2 of neighbouring cells of neighbouring eNBs for load balancing. The eNB/Cell1 may trigger to handover UEs with PLMN2 to neighbour cells which has low load with PLMN2.

When the Load is 70% of the whole cell resource, it will be regarded as HighLoad for PLMN1, however, it will be regarded as Overload for PLMN2. Therefore, in Case d), in order to support RAN sharing, new coming UEs with serving PLMN2 may be handover to  neighbour cells which has low load with PLMN2 for load balance purpose.

4)Case e)
In this case, the only difference with case d) is that on overload situation, the load of PLMN2 in Cell1 is highly overload, then Cell1 shall know the load status with PLMN2 of neighbouring cells of neighbouring eNBs for load balancing. The eNB/Cell1 shall trigger to handover UEs with PLMN2 to neighbour cells which has low load with PLMN2. However, it is up to the operator to decide whether an enforcement shall be in place or not, therefore, we could consider this case e) had been included in case d).
Oberservation3): Load reporting among neighbouring Shared eNBs per PLMN-ID granularity is needed for Case d). Resource Status Update message should be enhanced per-PLMN basis which is helpful to do load balance. 
According to the email discussion after RAN3#87 meeting, case a) and c) could be regarded as the priority cases for further work. Here we propose the following based on above analysis:
Propose 1: Resource status reporting needs enhancement for case a). Resource Status reporting needs to be enhanced on a per PLMN ID or group of PLMN ID basis.
3. Conclusion
Here we provide the following observations and it is proposed to agree on the relative proposal.
Oberservation1): Load reporting among neighbouring Shared eNBs per PLMN-ID granularity is necessary for Case A). Load balancing among Shared neighbour cells has to take current Load per PLMN ID and agreed quota per PLMN ID into consideration. Resource Status Update message should be enhanced per-PLMN basis. 

Oberservation2): Load reporting among neighbouring Shared eNBs per PLMN-ID granularity is necessary for Case B). Load balancing among Shared neighbour cells has to take current Load per PLMN ID and agreed quota per PLMN ID into consideration. Resource Status Update message should be enhanced per-PLMN basis. 

Oberservation3): Load reporting among neighbouring Shared eNBs per PLMN-ID granularity is needed for Case d). Resource Status Update message should be enhanced per-PLMN basis which is helpful to do load balance. 
Propose 1: Resource status reporting needs enhancement for case a). Resource Status reporting needs to be enhanced on a per PLMN ID or group of PLMN ID basis.
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