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1 Introduction

	CB: # 1001_SONMDT_PCISelect

-  Topics to discuss:

  - Centralized PCI assignment (including split gNB architecture)

  - Distributed PCI assignment (including split gNB architecture)

  - PCI conflict resolution (including split gNB architecture)

  - CSI-RS transmission activation in neighbor gNBs

  - Any other topic based on contributions submitted

- If there are agreements, can proceed to CRs 

(HW - moderator)

Summary of offline disc R3-205508



2 For the Chairman’s Notes

Propose to agree on:

For centralized PCI assignment, in non-split gNB architecture, the OAM assigns a single PCI for each NR cell in the gNB, and the gNB selects this value as the PCI of the NR cell.

It is FFS for centralized PCI assignment in split architecture. 

For distributed PCI assignment, in non-split gNB architecture, the OAM assigns a list of PCIs for each NR cell in the gNB. The gNB may select a PCI value randomly from the list of PCIs by removing PCIs reported over the Xn interface by neighboring gNBs.

For distributed PCI assignment, in split architecture case, PCI conflict detection and reassignment are located at gNB-CU. A list of available PCIs from DU to CU for each NR cell is FFS.

In second round discussion:

Proceed the TP/CR to TS 38.300 in R3-205306 rev in xxx.
Summary of offline discussion:

For centralized PCI assignment, 

1. Tends to agree on the following conclusion for non-split architecture:

Conclusion 1: For centralized PCI assignment, in non-split gNB architecture, the OAM assigns a single PCI for each NR cell in the gNB, and the gNB selects this value as the PCI of the NR cell.

2. In split architecture, two companies prefer 1a, and 8 companies support 1b. However, their views are not updated, after moderator pointed out that 1b will have heavy SA5 impact on NRM.  one company still prefer 1b and want SA5 to evaluate the impact on NRM. Therefore, the following is proposed:

It is FFS for centralized PCI assignment in split architecture. 

For distributed PCI assignment,

1. Tends to agree on the following conclusion for non-split architecture:

Conclusion 2: For distributed PCI assignment, in non-split gNB architecture, the OAM assigns a list of PCIs for each NR cell in the gNB. The gNB may select a PCI value randomly from the list of PCIs by removing PCIs reported over the Xn interface by neighboring gNBs.

3. In split architecture case,  1 company prefer 2a, 6 companies prefer 2b,  3 companies prefer 2b but without the candidate PCI list from DU to CU. Therefore, the following is proposed:

For distributed PCI assignment, in split architecture case, PCI conflict detection and reassignment are located at gNB-CU. A list of available PCIs from DU to CU for each NR cell is FFS.

The proposal of PCI conflict detection by CSI-RS transmission activation in neighbor gNBs is noted.

In second round discussion:
Proceed the TP/CR to TS 38.300 in R3-205306 rev in xxx.
3 Discussion

3.1 Issue 1: Centralized PCI assignment
Case 1: non-split gNB architecture.

As proposed in [1], [4], [5], [6], for non-split gNB architecture, the PCI selection mechanism in LTE and the mechanisms that have been specified in NR Rel-15 specification should be the baseline. Which means that for centrcalized PCI assignment, the OAM assigns a single PCI value for each NR cell in the gNB, and the gNB shall select this value as the PCI of the NR cell.

Conclusion 1: For centralized PCI assignment, in non-split gNB architecture, the OAM assigns a single PCI for each NR cell in the gNB, and the gNB selects this value as the PCI of the NR cell.

	Company
	Do you agree on the conclusion 1?
	Comment/Reason

	Huawei
	Yes
	

	CATT
	Yes
	

	Ericsson
	Yes
	

	Qualcomm
	Yes
	

	NEC
	Yes
	

	Samsung
	Yes
	

	ZTE
	Yes
	

	Deutsche Telekom
	Yes
	

	Nokia
	Yes
	

	CMCC
	Yes
	


Case 2: split gNB architecture.

As discussed in [1], [4], [5], [6], the followings are the two options which were evaluated in study item phase.

· Option 1a: CU detects PCI conflict and indicates to OAM via DU. OAM assigns a new PCI.

In option 1a, when the CU detects PCI conflict between NR cells within a DU or between neighbouring gNBs, it sends the PCI conflict indication to the DU. The DU reports the PCI conflict to the OAM. After that, the OAM will allocate a new PCI value for the DU.

· Option 1b: CU detects PCI conflict and indicates to OAM directly. OAM assigns a new PCI.

When the CU detects the PCI conflict between NR cells within a DU or between neighbouring gNBs, it sends the PCI conflict to OAM directly. And the OAM will allocate a new PCI value for the cell having PCI conflict and configure it to the DU.

Option 1a has F1AP impact..

	Company
	Which option do you prefer?
	Comment

	Huawei
	Option 1a
	As explained in our discussion paper, option 1b introduces extra coordination between DU’s OAM and CU’s OAM, and may not work well in multi-vendor case.

	CATT
	Option 1a
	When CU detects PCI conflict, CU will inform DU cell activation failure in F1 SETUP RESPONSE message. Propose not to introduce new message in F1 interface.

	Ericsson
	Option 1b
	It is not true that option 1b introduces extra coordination between DU’s OAM and CU’s OAM and that it might not work in multi vendor cases. In centralized PCI assignment the OAM is responsible of assigning PCIs. The OAM of the CU knows all neighbor relations of cells handled by the CU, hence it knows all PCIs of such neighbor cells. The CU’s OAM can detect a PCI conflict and assign a new PCI to a cell, without clashing with PCIs of other cells. For this operation there is no need to coordinate with the DU’s OAM because the following steps can be followed: 

· the CU OAM selects a PCI that is free of conflict for the cell in question

· The CU’s OAM signals such PCI to the CU 

· CU configure the new PCI for the cell at the DU via existing F1 signalling (F1 Setup Response, F1: gNB-CU Configuration Update, F1: gNB-DU Configuration Update Ack)

· gNB-DU reconfigures the cell and signals the new PCI to gNB-DU’s OAM

Note that the mechanism above is already acknowledged in the F1AP, where the gNB-CU-CP can already reconfigure the PCI or a cell and where it is stated that “the gNB-DU shall activate the cell indicated by NR CGI IE and reconfigure the physical cell identity for cells for which the NR PCI IE is included” by the gNB-CU. 

Hence the specs already take into account the fact that CU can reconfigure a PCI at the DU and DU needs to update this to its own OAM.

	Qualcomm
	Option 1b
	Agree with Ericsson. We prefer Option 1b because of no F1 signaling impacts and simpler signaling procedure.

	NEC
	Option 1b
	we select 1b simply because in any case it still need to inform the OAM, then it has less benefit to give additional signalling from CU to DU when CU detects the PCI conflict.

	Samsung
	Option 1b
	Agree the analysis from Ericsson and NEC.

	ZTE
	Option 1b
	Share the view with Ericsson, Qualcomm, NEC and Samsung, PCI conflict is relatively rare for CU and DU. Then it is natural for coordination between DU’s OAM and CU’s OAM. In addition, option 1a introduces the extra signalling where PCI conflict indication carried from CU to DU.

	Deutsche Telekom
	Option 1b
	Same view as Ericsson and NEC.

From operator’s perspective we don’t expect to run different OAM systems for CU and DU. Therefore, also a multi-vendor approach should cause no problem. 

	Huawei2
	Reply to E///’s comment
	First of all,  the DU’s OAM also has the whole picture of PCIs of cells in neighbor DUs, neighbor CUs. Because a DU OAM may manage a lot of DUs across different CUs.

Therefore, we don’t see any restriction for the DU to know the whole picture of the PCIs in the whole network.
Secondly, the solution proposed by E/// seems not feasible from OAM pov.
As specified in TS 28.541, the PCI configuration function is modeled in the DU’s OAM. That means, the CU’s OAM cannot signal the PCI to the CU.
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Figure 4.2.1.1-15: NRM fragment for CPCI Management
In section 4.3.4.2, we can see that there is no PCI for the NRCellCU IOC.
In section 4.3.5.2, it clearly states that the PCI is configured by NRCellDU IOC.
[image: image2.png]434.2 Attributes

The NRCellCU IOC includes attributes inherited from ManagedFunction IOC (defined in TS 28.622[30]) and the
following attributes:

Attribute name gﬁapﬁﬁ; isReadable | isWritable | islnvariant | isNotifyable
cellLocalld M T T F T
pLMNInfolList M T T (Note) F T

Attribute related to role
nRFrequencyRef M T F F T

Note: Whether the attribute "pLMNId" in the PLMNInfo can be writable depends on the implementation.





[image: image3.png]4352 Attributes

The NRCelIDU IOC includes attributes inherited from ManagedFunction IOC (defined in TS 28.622[30]) and the

following attributes:

Attribute name gﬂgﬁf(::' isReadable | isWritable | isinvariant | isNotifyable
calid M T T F T
operationalState M T F E T
administrativestate M T T F T
cellstate M T F F T
PLMNInfolList M T T E T
nRPCI M T T F T
NRTAC CM T T F T
M T T F T
cM T T F T
cM T T F T
bSChannelBwDL M T T F T
ssbFrequency CM T T E T
ssbPeriodicity M T T F T
ssbsubCarrierspacing CM T T G T
ssbOffset M T T E T
ssbDuration M T T F T
bSChannelBwUL CM T T G T
bSChannelBwSUL CM T T G T
Attribute related to role
nRSectorCarrierRef M T T F T
DWPRef M T T E T
nRFrequencyRef CO T T G T
victimSetRef CM T T F T
aggressorSetRef 0 T T F T





Therefore, we think option 1b may have heavy impact on the NRM (Network Resource Model) in current SA5 spec and should be not our preference.



	Nokia
	Option 1b
	Preference would be to avoid additional F1AP signaling for PCI, and if needed check further with SA5 whether they could consider Rel-17 enhancement in their specification.

	CMCC
	Prefer option 1b
	Similar view as Ericsson

	Ericsson2
	Reply to Huawei’s comment
	The gNB-DU OAM is not aware of which cell is neighbor with which other cell because it does not receive ANR measurements. A typical case where the approach of option 1a does not work is where two neighbor DUs, DU1 and DU2, belong to two different vendors. Each DU has a different OAM, OAM1 and OAM2. OAM1 is not aware of PCIs supported by the cells od DU2 and OAM2 is not aware of PCIs supported by the cells od DU1. In this case it is impossible for a DU OAM to select a new PCI without risking a conflict with neighbor cells’ PCIs

It is therefore proposed to agree to option 1b with FFS on the details of the proposal 


3.2 Issue 2: Distributed PCI assignment

Case 1: non-split gNB architecture.

As proposed in [1], [4], [5], [6], for distributed PCI assignment, the OAM signals a list of PCI values. The gNB shall select a PCI value randomly from the list of PCIs by removing PCIs reported over the Xn interface by neighboring gNBs. 

Conclusion 2: For distributed PCI assignment, in non-split gNB architecture, the OAM assigns a list of PCIs for each NR cell in the gNB. The gNB may select a PCI value randomly from the list of PCIs by removing PCIs reported over the Xn interface by neighboring gNBs.

	Company
	Do you agree on the conclusion 2?
	Comment/Reason

	Huawei
	Yes
	

	CATT
	Yes
	

	Ericsson
	Yes
	

	Qualcomm
	Yes
	

	NEC
	Yes
	

	Samsung
	Yes
	

	ZTE
	Yes
	

	Deutsche Telekom
	Yes
	

	Nokia
	Yes
	

	CMCC
	Yes
	


Case 2: split gNB architecture.
As discussed in [1], [4], [5], [6], the followings are the two options which were evaluated in study item phase.

In this case, the OAM signals a list of PCIs for each cell to the DU, and DU selects one from the list for each NR cell. The DU sends the selected PCI of each serving cell to the CU during F1 setup.
· Option 2a: CU detects PCI conflict and indicates to DU. DU reassigns a new PCI.

When the CU detects the PCI conflict, it sends the PCI conflict indication to the DU. In addition, the CU sends the PCIs of cells neighbouring to the cell subject to PCI update to the DU, or allowed PCIs, or non-allowed PCIs to the DU. The DU may restrict the PCI list considering the information suggested by CU. Based that, the DU reselects a new PCI value from the remaining list of the PCIs.

· Option 2b: CU detects PCI conflict and reassigns a new PCI.

When the CU detects the PCI conflict, the CU will select a new PCI value from the remaining list of the PCIs reported from the DU, and send the new PCI value to the DU in the gNB-CU configuration update procedure. This option needs the gNB-DU report the PCI list of each NR cell to the gNB-CU during F1 setup.
	Company
	Which option do you prefer?
	Comment

	Huawei
	Option 2b
	 For option 2a, the DU may reselect a PCI which is sub-optimal from the whole network pov, because the DU only has knowledge of neighbor cells’ PCIs. Which means the re-selected PCI is sub-optimal from multiplex distance perspective.

	CATT
	Option 2b
	As analysis in [5], Option 2b is more simple and effective.

	Ericsson
	Option 2b without the need of PCI range assignment at gNB-DU
	The gNB-CU could simply assign a new PCI to the cell subject to PCI conflict without knowing or taking into account a “range of PCIs” given to the gNB-DU. The whole assumption of giving the gNB-DU a range of PCIs is not necessary in fact. Such range is useful in LTE because an eNB is aware of the PCIs used by its neighbour cells and could select the PCI for its own cells within a given PCI range, so to avoid conflicts with neighbours. In NR, assigning a range of PCI to a gNB-DU may not necessarily be needed because a gNB-DU is not aware of neighbour cells and for that is not necessarily in need to receive a PCI range from which to choose from. Therefore, it is feasible for a gNB-CU to detect the PCI conflict, to reassign a PCI for the cell in conflict and to signal it to the gNB-DU without assignment of PCI range to the gNB-DU.



	Qualcomm
	Option 2b
	PCI conflict detection and PCI reassignment should be both kept at CU (i.e. option 2b). CU is aware of the all the whole network and can do better PCI reassignment compared to DU. 

Regarding Ericsson’s comment on the no need to signal the list of PCIs assigned to DU via OAM to CU for PCI reassignment, we have a question:

· Is the CU aware of the list of PCIs given to DU by OAM? OAM might choose to give DU a restricted list based on some conditions. If CU is not aware of those restrictions, it might end up choosing a PCI outside the restricted list, which might be optimal.

· Also if the range of PCIs signaled by OAM are not used for PCI reselection by CU and CU does PCI reassignment by itself, what is even the purpose of having a distributed PCI assignment? Only to support non-split gNB architecture? 

	NEC
	Option 2a 
	The origin of this distributed PCI assignment for split architecture, is the OAM signals a list of PCIs for each cell to the DU and DU selects one from the list. In order to keep this PCI selection role in DU, the CU when detects PCI conflict, sends to the DU the PCIs of cells neighboring to the cell subject to PCI update, then the DU reselect the appropriate the PCI.

	Samsung
	Option 2b
	Prefer to keep the PCI conflict detection and PCI reassignment role to the CU. This is also true to option 1b in split gNB architecture scenario for Centralized PCI assignment case.

	ZTE
	Option 2b
	Option 2b can be operated by the existing signalling and IEs  over F1 without introducing a new indication. And the transmission of PCI list of each NR cell from DU to CU can be achieved by the coordination between CU’s OAM and DU’s OAM.

	Deutsche Telekom
	Option 2b
	CU as responsible node.

	Nokia
	Option 2b
	The purpose of a list of restricted/allowed PCIs in the DU is not clear. It seems to contradict the principle of CU as responsible node for PCI allocation. 

	CMCC
	Option 2b
	CU is responsible for detection and re-assigment


3.3 Issue 3: PCI conflict detection by CSI-RS transmission activation in neighbor gNBs

In [3], it is observed and proposed:

Observation 1: PCI conflict detection and resolution based on UE NCGI reading is time consuming and the UE needs to support the feature.

Observation 2: The gNB can identify a target cell reported by a UE using CSI-RS measurement as additional information.

Proposal: A gNB should be allowed to request a neighbor gNB to activate CSI-RS transmission.

	Company
	Do you support the proposal?
	Comment

	Huawei
	
	Technically, this alternative solution is feasible.

However, maybe even less efficient than UE CGI reporting? Because the source may not know well about which data beam's CSI-RS in the neighbour cell should be switched on for PCI conflict resolution purpose.

	Ericsson
	
	We do not agree that CGI reading is a time consuming procedure. This procedure should be even faster than in LTE due to enhancements like e.g. autonomous UE measurements. CSI-RSs are UE dedicated signals designed to be available only there were needed. The whole design principle of NR is to minimize broadcasting of RSs to reduce interference and be resource efficient. This is the “Lean” connotation of NR. Using on demand neighbor triggered CSI-RS signals broadcast goes against this “lean” design principle, hence we would not prefer it.

	Qualcomm
	
	Probably not needed, we can continue to use CGI reporting for PCI conflict detection

	Samsung
	
	CSI-RS measurement based mechanism may be also time consuming especially if the neighbor doesn’t activate it and the serving node has to request a neighbor gNB to activate CSI-RS transmission firstly.

	ZTE
	
	In this way, the source gNB should keep monitoring the UL signal of neighbour cell, which can be less efficient. And the PCI conflict detection can be solved by implementation.

	Deutsche Telekom
	
	Same view as Ericsson

	Nokia
	
	The comment from Huawei may be valid for FR2, but not for FR1 with one or few beams per cell. In FR2, the SSB ID could be considered when requesting switch-on. On Ericsson's comment, UE autonomous measurements avoids network configured measurement gaps, but the speed of CGI reading still depends on the SIB1 broadcast frequency. We believe that a switch-on mechanism for CSI-RS is exactly in the spirit  of NR lean carrier - the serving gNB may safely switch off its CSI-RS knowing that it will be requested to switch on when these signals are needed in neighbor cells. For Samsung's concern, the gNB may anticipate CSI-RS switch-on request when it knows that its served UEs may need mobility to neighbor cells in which CSI-RS is not transmitted.


4 Conclusion, Recommendations [if needed]

If needed
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