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1 Introduction

CB: # 6_IAB_Inter-DonorMigration

++ Suggested guidelines/topics for discussion from Chair (looking at possible consensus):

+ Clarify the inter-CU migration use case for Rel17, e.g. time-scale of execution, should we mandate that all the traffic going via the migrating IAB node is offloaded to target CU? 

+ Discuss high-level solution, e.g. “hard” vs. “soft” migration (where simultaneous connection to “source” and “target” donor may be maintained)? Dual RRC connection (seems out of RAN3 scope?)? Dual F1AP connection (might involve significant changes to current CU-DU split arch.?)? Proxy-based HO? The tools needed, if any, e.g. DAPS, CHO,  dual stack at migrating DU? Maybe WA that both types of migration can be supported with the same signaling?

+ How to proceed with respect to the solution captured in TR (it involves RLF, connectivity reestablishment – is this still acceptable)?

+ Discuss group mobility; RAN2 counterpart needed for full benefit? If so, coordination with RAN2 seems needed (LSout etc.)

+ St3 discussion: a) Whether to reuse current XnAP and F1AP messages or define dedicated ones; b) list of information needed to be signaled from source donor to target donor over XnAP; c) list of information needed to be signaled between source donor and migrating IAB node over F1AP; d) list of information needed to be signaled between target donor and migrated IAB node over F1AP; e) index-based vs. explicit signaling? f) start st3 BL CRs with lots of FFSs (XnAP and F1AP)

+ Discussion on mobility, including enhancements, etc., seems out of WI scope

(E/// - moderator)

Relevant papers:

[1] R3-204660 Considerations on reducing signal overhead during Inter-donor IAB node migration (KDDI Corporation)

[2] R3-204698 Considerations on differentiation inter-donor/intra-donor migration (KDDI Corporation)

[3] R3-204732 Discussion on inter IAB donor-CU topology adaptation (CATT)

[4] R3-204733 Discussion on group handover in inter IAB donor (CATT)

[5] R3-204745 Inter-CU topology adaptation procedure (Intel Corporation)

[6] R3-204795 IAB inter-donor IAB-node migration (Qualcomm Incorporated)

[7] R3-204917 Inter-Donor CU topology adaptation (Lenovo,Motorola Mobility)

[8] R3-205162 Discussion on inter-donor IAB-node migration procedure (ZTE, Sanechips)

[9] R3-205352 Considerations on IAB-DU configuration update during Inter-CU migration (ZTE, Sanechips)

[10] R3-205221 Inter-donor Migration in IAB Networks – General Principles (Ericsson)

[11] R3-205222 Inter-donor Migration Mechanism in IAB Networks (Ericsson)

[12] R3-205264 Discussion on Inter-Donor IAB Node Migration (Nokia, Nokia Shanghai Bell)

[13] R3-205251 Issue on inter-donor IAB-node migration (LG Electronics)

[14] R3-205292 Inter-CU handover procedure analysis (Huawei)

[15] R3-205294 CHO and DAPS in R17 IAB (Huawei)

[16] R3-205411 Discussion on inter-donor IAB node migration (Samsung)

2 For the Chairman’s Notes

Proposal 1: Inter-donor migration due to load balancing and RLF recovery may use the same signalling, where additional procedures and signalling, specific for each of the use cases, are possible. 

Proposal 2: The following cases for inter-donor migration are studied:

a) IAB node is handed over between IAB-donors.

b) IAB node is simultaneously connected to two IAB-donors.

c) IAB-MT performs RLF recovery at new IAB-donor.

Proposal 3: When evaluating the solutions for inter-donor migration, the following aspects should be considered:

· the ability to avoid service interruption,

· the ability to avoid signalling storm caused by the migration,

· the incurred processing load caused by the migration (clarification: simultaneous migration of all affected devices causes more processing load than gradual migration),

· the complexity of the solution,

· the specification impact.

Proposal 4: With respect to the topology under a top-level node before the migration, the migration mechanism should allow to migrate to another donor all or some affected devices (the IAB nodes and/or UEs directly or indirectly served by the top-level node).

Proposal 5: RAN3 assumes that for the devices admitted to the new donor, the parent-child relations are retained.

Proposal 6: RAN3 to work on solutions for inter-donor migration that do not force the UEs and IAB-MTs into connection re-establishment.
Proposal 7: The inter-donor migration solutions where IAB nodes maintain simultaneous connections to both donors are enabled.

Proposal 8: The following information should be made available to the new donor:

1. Contexts of all involved UEs,

2. Contexts of all involved MTs,

3. Contexts of all involved DUs,

4. Backhaul and topology-related information,

5. IP address request.

Proposal 9: The legacy (i.e. individual) signalling is taken as baseline for inter-donor migration of UEs and IAB-MTs.
Proposal 10: The approach where IAB-MT migration uses separate procedure from the ones used for migration of the collocated IAB-DU and the served UEs is adopted as baseline.
3 Discussion

Deadline for comments: Wednesday, August 19, 23:59 UTC.
The terms top-level node and migrating node denote the IAB node that directly or indirectly serves IAB nodes and/or UEs subject to inter-donor migration.

3.1 Issue 1: Basic assumptions for Rel17 inter-donor migration

This email discussion pertains to the following part of the Rel17 IAB WID:

Topology adaptation enhancements [RAN3-led, RAN2]:

· Specification of procedures for inter-donor IAB-node migration to enhance robustness and load-balancing, including enhancements to reduce signaling load.   

Processing and traffic load in a network vary over time. Short-term peaks on IAB links load are to be mitigated or prevented by measures such as congestion mitigation and hop by hop/end to end flow control. In certain situations, such as rush hours, the load peaks are long-term and may require redistribution of the traffic within the network by e.g. load balancing. These measures are generally triggered by long-term observations and are network controlled. Contributions [10-12] explicitly, and virtually all other contributions in this AI implicitly confirm that the inter-donor migration for load balancing is a network-controlled mechanism. Consequently, it can be concluded that this operation is not as time-critical as a mobility-induced handover.

Having in mind that maximum number of cells and children served by an IAB node is 512 and 1024, respectively, it follows that migration may involve a large number of IAB nodes and UEs. This may give way to peaks in signalling load due to simultaneous reconfiguration of a large number of devices. Moreover, from the network point of view, massive reconfiguration does not incur only large signalling load, but also a large processing load. From the UE point of view, the above may cause service interruption. Therefore, mitigation of service interruption and signalling and processing load should be the main objectives of normative work on inter-donor migration. 

Assuming that inter-donor migration is a network-controlled mechanism, it follows that the donor CU decides which of the served devices are subject to offloading to another donor. The network branch affected by migration consists of the top-level (TL) IAB node and a number of descendant devices. Papers [10-11] and [14] discuss the possibility of migrating some (rather than all) devices under the TL node. In that respect, the question is whether all or some of the devices under a TL node (including and/or excluding the TL node) are to be offloaded to another donor.

The papers [7], [8], [12] explicitly propose that the IAB nodes/UEs that are offloaded to another donor retain the parent/serving IAB node after the migration. It is likely, that this is the preferred the remaining papers as well.

Companies are invited to express their views on the following questions:

Q1-1: Do you agree that inter-donor migration for load balancing is, in general, a non-time critical network-controlled operation?

Q1-2: Do you agree that the inter-donor migration mechanism should aim at reducing:

· service interruption,

· signalling storm caused by the migration,

· processing load caused by the migration.

Q1-3: Do you agree that fine-granularity of load balancing should be enabled, meaning that it should be possible to offload to another donor only some of the devices (i.e. descendant IAB nodes and/or served UEs) under a top-level (TL) IAB node.

Q1-4: Should RAN3 assume that the NW may retain/keep the connections of the parent/serving IAB nodes that are offloaded to another donor? 

	Company
	Yes/No
	Motivation

	Ericsson
	Q1-1: Yes

Q1-2: Yes

Q1-3: Yes

Q1-4: Yes
	Q1-1: Load balancing is not mobility

Q1-2: It should be noted that even if we avoid signalling storm by defining group mobility messages, there is still a large processing load if the message pertains to many UEs/MTs. Therefore, we should not migrate many devices at the same time, this should be a gradual process.

Q1-3: We think that migrating *everything* under a top-level node should not be mandated, otherwise we are not talking about load balancing, we are then talking about migration for the sake of it.

Q1-4: Yes, for the nodes and UEs that are offloaded, to another donor.

	QC
	Q1-1: May be

Q1-2: Dependent on aspect

Q1-3: Dependent on specification effort and implementation.

Q1-4: No
	We should first agree on the high-level inter-donor migration scenarios we want to consider in Rel-17:

a) IAB-MT is handed over between IAB-donors.

b) IAB-MT is simultaneously connected to two IAB-donors

c) IAB-MT performs RLF recovery at new IAB-donor

We think that all three scenarios should be considered at this early stage.

On the questions:

Q1-1: The relevance of the question is not clear. Inter-donor migration may NOT be time-critical for load balancing, but it may be time critical for robustness, i.e. if BH failure is imminent. 

Q1-2: Inter-donor migration may aim at these aspects but it should also consider node complexity and specification overhead.

Q1-3: Fine-granular load-balancing may be desirable but not achievable within Rel-17. We should discuss fine-granular load balancing but we cannot pre-empt the outcome of this discussion.

Q1-4: Too detailed. At present stage, we cannot make this assumption.

	Lenovo, Motorola Mobility
	Q1-1: Not sure

Q1-2: Yes
Q1-3: Not sure 

Q1-4: Yes
	The use cases of inter-donor migration need to be clarified. To our understanding, mobile IAB, and BH RLF recovery are not excluded.  We agree with QC that we need to consider:

a) IAB-MT is handed over between IAB-donors.

b) IAB-MT is simultaneously connected to two IAB-donors 
c) IAB-MT performs RLF recovery at new IAB-donor

Q1-1: The question is not clear. Do we need to consider mobile IAB in the scope? And BH RLF is also possible. In case of mobile IAB and BH RLF, the inter-donor migration is time critical.

Q1-2: the aims seem fine in general.

Q1-3: A unified solution is preferred to cover all cases.

Q1-4: Maintaining the connection with parent node does not mean maintaining the connection with source donor. 

	AT&T
	Q1-1: No

Q1-2: Maybe

Q1-3: See comments

Q1-4: See comments
	Q1-1: This question assumes that load balancing is the only reason for inter-donor IAB-node migration. However, inter-donor IAB-node migration may be done for robustness as well. For example, in case of imminent link failure to its own parent node, if the only other parent node that is available to an IAB-node belongs to a different donor. In such cases, there is greater time criticality to reduce service interruption to served UEs in affected part of the IAB tree. We agree that the migration should be network controlled. 

Q1-2: These seem like reasonable goals, but other design aspects should also be considered.

Q1-3: Again, this question pre-supposes that load balancing is the only driver of inter-donor IAB-node migration. When such migration is performed for load balancing purposes, it may be possible to perform the migration gradually for some of the UEs at a time. However, when inter-donor IAB-node migration is performed in response to a more disruptive event, such as parent link failure, there may not be a choice of performing the migration of some UEs. Therefore, 3GPP should design mechanisms that work efficiently for both cases. 

Even for the load balancing case, the latency to migrate UEs to new donor should be considered. For example, the underlying load balancing problem may be due to mobility events from the UEs (within portions of the topology), so if the topology adaptation takes much longer than normal mobility events, there may be new triggers which cause further changes (similar to HO ping-pong) and the updated topology may no longer match the traffic dynamics, potentially making the situation worse.

Q1-4: In case the inter-donor IAB-node migration is being performed for load balancing purpose, it may be useful for the network to retain connections of the parent/serving IAB-nodes that are offloaded to another donor. However, any mechanisms/signalling designed by RAN3 should not assume that the network may always have the ability to retain such connections. In case the inter-donor IAB-node migration is performed due to parent link failure, the network may not be able to retain such connections. 

	Intel
	See comments
	Q1-1: Agree that load balancing is not time critical. But that doesn’t preclude using inter-donor migration for time critical situations. We should discuss whether load balancing using inter-donor migration is one of the Rel-17 objectives.

Q1-2: Agree, but not precluded to only those scenarios

Q1-3: As we stated in Q1-1, it depends whether load balancing using inter-donor migration is one of the Rel-17 objectives.

	Nokia
	Q1-1: No

Q1-2: maybe

Q1-3: See comments

Q1-4: See comments
	In general, we agree with QC and AT&T. 

Q1-1: load balancing is just one scenario for inter-donor migration. Actually, load balancing is better to be discussed under Topology Redundancy. There are multiple scenarios for migration. We agree the QC scenario a) b) c) should be considered in Rel-17. 

Q1-2: These are some aspects to be considered, but there are also other aspects, e.g. complexity. They can be discussed later, when evaluate the different solutions.

Q1-3: This seems a topic for topology redundancy. It is up to the Donor-CU to offload the specific UE, or UE’s specific traffic to other path/route. 

Q1-4: the question is unclear. The above load balancing scenario assume a topology redundancy that the 2 (or multiple) redundant paths are established. What does it mean by the “connection”? F1-C connection?



	CATT
	Q1-1: Agree

Q1-2: Part of agree

Q1-3: Should be discussed later
Q1-4: No 
	Q1-1: Agree with Ericson.

Q1-2: Processing load caused by the migration hardly to be improved. Even if introducing group mobility can reduce signalling, the network also need to reconfigure all descendant node(s) and/or UE(s).

Q1-3: We suggest consider the full migration firstly, load balance should be discussed later.

Q1-4: Agree with QC.

	Samsung
	Q1-1: No

Q1-2: see comments

Q1-3: See comments

Q1-4: See comments
	In general, we share the QC’s opinion on the study scenarios a),b) and c). On top of these three scenarios, we can consider the connection of the collocated IAB-DU part during the migration procedure. 

In Rel17, we can take the procedure defined in the SI stage (we are not saying this procedure is the baseline of Rel-17) as the start point. Then, the Rel-17 design should aims at finding a procedure which can solve the problem in the procedure defined in SI stage. 
For each question, our views are given below

Q1-1: we share the same understanding as QC, AT&T and Nok

Q1-2: In general, we agree these aspects. However, other aspects is not precluded, e.g., the specification impact. In addition, the second aspect deserves some clarification.

Q1-3: after we define the inter-CU migration procedure, this seem to be an implementation issue, i.e., if the IAB donor CU decides to migrate some of descendant nodes, it can just send the HO CMD to those nodes, and reconfigure the remaining nodes which are not migrated. 

Q1-4: this depends on how to perform the migration. We can discuss this for the detailed design. 



	Huawei
	Q1-1: No

Q1-2: yes, but

Q1-3: See comments

Q1-4: No 


	Q1-1: Apparently, the inter-CU load balancing is not the only scope for R17 inter-donor migration, agree to consider QC’s scenario a), b), c). 

 Q1-2: We share the view that the first two aspects are important for discussing inter-donor migration. About the third one, it is unclear what the processing load means. Besides, the complexity and specification impact as mentioned by other companies also worth to be considered.

Q1-3: CU implementation can allow both the two cases: 1) all descendent nodes and UEs perform migration with the TL IAB node together, 2) only part of IAB nodes and UEs migrate with the TL IAB node. So the key point is that R17 design should allow the descendent IAB nodes and UEs migrate together with the TL IAB node.

Q1-4: If an IAB node is migrate to another donor (maybe due to load balancing), it is unclear why it should still maintain the connection on the source path.

	KDDI
	Q1-1: Maybe

Q1-2: yes

Q1-3: yes
	Q1-1: share the comment with QC, we are not clear with the question.

Q1-2: all the three aspects should be considered.

Q1-3: Yes、RAN3 should discussion the solution for this type migration

	ZTE
	Q1-1: No
Q1-2: See comments
Q1-3: No
Q1-4: see comments
	Q1-1: Agree with QC comments,
Q1-2: Agree that we should aim at reducing service interruption and signaling overhead. For the third aspect, it should be clarified what does “processing load” mean. 
Q1-3: If only part of descendant nodes/UEs are offload to another donor, the migrating IAB node needs to maintain two F1 connections to both source and target donor CU simultaneously. However, one gNB-DU is allowed to connect to one gNB-CU except for the RAN sharing scenario in current NR specification. Therefore, the benefit of this use case should be further discussed. 
Q1-4: this question is not clear. Could you please clarify what does “connections of the parent/serving IAB nodes” mean?

	LGE
	Q1-1: No

Q1-2: Maybe

Q1-3: See comments

Q1-4: See comments
	Q1-1: Load balancing is not the only use case to consider

Q1-2: the first two can be the start point. 

Q1-3: It is possible to offload only some of the descent IAB nodes/UEs, but offloading/handover all the nodes case should also be considered. 

Q1-4: possible, but details should be discussed and clarified further.

	Futurewei
	Q1-1: ??

Q1-2: Partially

Q1-3: Please see comment

Q1-4: No. Please see comment 


	Q1-1: This seems to be a rhetorical question. The point of this question is not so clear.  I guess if the time-critical use cases can be addressed, then any non-time critical cases should be taken care of naturally. QCM’s proposal to address a) b) & c) as the priorities for Rel. 17 seems reasonable.

 Q1-2: Agree with the first and second sub-bullets. The third sub-bullet (processing load) is a bit vague. Not sure how this could be quantified within the context of the standards work.

Q1-3: This seems like a reasonable goal to have. However similar to Q1-1, the partial offload case seems to be addressable within the full offload case. For example, if it is desired to move an IAB node but not all of its descendant nodes to a different donor, then this could be achieved by first moving those descendant nodes that are to remain with the original donor to other parent nodes, and then transfer the target IAB node with its remaining descendants to the new donor.

Q1-4: The objective here is not very clear. If it is to maintain redundant F1-Cs for the IAB node, this does not seem workable, and certainly not within the scope of the WI. If the objective is purely related to UP (with original donor as SN), this might be OK, but perhaps is not the most critical priority to address at this moment. 


Summary:
Q1-1: Do you agree that inter-donor migration for load balancing is, in general, a non-time critical network-controlled operation?

Outcome: Most companies argue that the use cases for inter-donor migration may be both load balancing and RLF recovery. The majority also acknowledges that load balancing is not time-critical, but that RLF recovery is and that this dichotomy needs to be taken into account in inter-donor migration discussion.

Clarification from the rapporteur:

The logic behind the question is that: 
· Load balancing and RLF recovery operation may use the same signalling – for example, group signalling on Xn/F1 (legacy vs group signalling discussion to be discussed).
· The overall mechanism (where signalling is just one component) differs between two cases. For example, in load-balancing, maintaining simultaneous connections to two donors is possible, while in RLF recovery it is not.

· Please note that load balancing can be network initiated user case while RLF IAB-MT initiated user case, so, the signalling procedure might be a bit different.
Proposal 1: Inter-donor migration due to load balancing and RLF recovery may use the same signalling, where additional procedures and signalling, specific for each of the use cases, are possible. 

Proposal 2: The following cases for inter-donor migration are studied:
d) IAB node is handed over between IAB-donors.

e) IAB node is simultaneously connected to two IAB-donors.

f) IAB-MT performs RLF recovery at new IAB-donor.

Q1-2: Do you agree that the inter-donor migration mechanism should aim at reducing:

· service interruption,

· signalling storm caused by the migration,

· processing load caused by the migration.

Based on the replies, the following proposal is to be discussed:
Proposal 3: When evaluating the solutions for inter-donor migration, the following aspects should be considered:

· the ability to avoid service interruption,

· the ability to avoid signalling storm caused by the migration,

· the incurred processing load caused by the migration (clarification: simultaneous migration of all affected devices causes more processing load than gradual migration),

· the complexity of the solution,

· the specification impact.

Q1-3: Do you agree that fine-granularity of load balancing should be enabled, meaning that it should be possible to offload to another donor only some of the devices (i.e. descendant IAB nodes and/or served UEs) under a top-level (TL) IAB node.

Based on the replies, the following proposal is to be discussed:
Proposal 4: With respect to the topology under a top-level node before the migration, the migration mechanism should allow to migrate to another donor all or some affected devices (the IAB nodes and/or UEs directly or indirectly served by the top-level node).
Q1-4: Should RAN3 assume that the NW may retain/keep the connections of the parent/serving IAB nodes that are offloaded to another donor? 
The question seems to be misunderstood – some companies thought that it refers to keeping simultaneous connections to both donors, which is not the point of the question. Simplification: 
· node 1 serves a number of IAB descendants and UEs. 
· they all migrate to the new donor. 
· depending on the available capacity at the new donor, some or all the devices included in the migration request will be admitted at the new donor.

· for the devices admitted to the new donor, should we assume that the parent-child relations are retained?
Proposal 5: RAN3 assumes that for the devices admitted to the new donor, the parent-child relations are retained.
3.2 Issue 2: The high-level inter-donor migration mechanism

Papers [5] and [12] mention the possibility of using the inter-donor migration mechanism from the SI TR 38.874 as a baseline for normative work. The above mechanism implies that, during migration, the UEs declare RLF and are forced to re-establish connectivity to the network, implying certain service interruption. On the other hand, most of the remaining papers highlight the necessity of avoiding connection reestablishment and RLF, arguing that this contradicts the WID objective about reducing service interruption at migration.

The key aspects of the remaining proposed solutions are discussed below.

Simultaneous connections to the old and new donor (RRC and/or F1): in order to reduce service interruption for the served IAB nodes and UEs, papers [6], [10] and [11] propose that the IAB-DU of an IAB node establishes an F1-C association with the new donor before the one with the old donor is released, while papers [3] and [12] propose to at least discuss this possibility. In addition, papers [10], [11] (and, briefly, [16]), discuss the benefits of IAB-MT establishing the connection to the new donor before releasing the one towards the old donor. 

When/how to set up F1 connection to the new donor: three distinct approaches can be identified:

· Alt1: F1 connection to new donor is set up before the F1 to old donor is released, i.e. simultaneous F1 connections to both donors are maintained. This is proposed in [6], [10] and [11], while papers [3] and [12] propose to discuss this option.
· Alt2: F1 connection to new donor is set up from scratch, after releasing the F1 connection to old (e.g. [16]). [Samsung] We think the IAB-DU anyway needs to establish the SCTP association with the target donor CU. Then, F1 setup or gNB-DU configuration update procedure is needed to notify the configuration of IAB-DU side. These procedure seems to be necessary between IAB-DU and target IAB donor CU. If using F1 setup, it seems to be F1 setup from scratch, while if using gNB-DU configuration update (which is our preference), it seems to not from scratch. Meanwhile, we think the OAM configuration downloading in the target IAB donor Cu may be needed. So, we think our solution may belong to Alt. 3.

· Alt3: only one F1 connection is maintained at a time, but F1 connection migrated to the new donor, rather than being set up from scratch ([7], [14]).
Companies are invited to answer the following questions:

Q2-1: The inter-donor migration mechanism from the SI it implies connection re-establishment for the UEs. Should this be considered as a solution for inter-donor migration? 

Q2-2: Should RAN3 adopt/allow the approach where the IAB nodes maintain simultaneous connections to both donors?

Q2-3: In case your answer to Q2-2 was “no”, how would you ensure service continuity and load balancing? 

	Company
	Yes/No
	Motivation

	Ericsson
	Q2-1: No

Q2-2: Yes

Q2-3: n/a


	Q2-1: Forcing the UEs into re-establishment and mitigation of service interruption contradict each other.

Q2-2: We think that maintaining simultaneous connections to both donors is the key tool against service interruption.

Q2-3: n/a

	QC
	Q2-1: No

Q2-2/3: see comments 
	Q2-1: We should try to do better in Rel-17 than in the SI.

Q2-2: RAN3 should certainly ALLOW the approach of simultaneous connections, but we need to discuss if we can actually ADOPT it. 

Q2-3: Service continuity can still be provided in presence of a short interruption. This is how HO works today.

	Lenovo, Motorola Mobility
	Q2-1: No

Q2-2: No

Q2-3: see comments
	Q2-1: Maintaining the UE and descendent IAB’s connection with parent nodes as much as possible to reduce the interruption.

Q2-2: the baseline should be single connectivity. simultaneous connectivity sounds like a kind of optimization. Maintaining simultaneous connections to both donors could not be helpful since there are independent PDCP entities in source and target donors.
Q2-3: Service continuity can be achieved by some enhancements during handover. 

	AT&T
	Q2-1: See comments

Q2-2: Yes, when possible

Q2-3: See comments
	Q2-1: The inter-donor migration mechanism described in the SI was preliminary. The Rel-17 design can be more sophisticated and efficient using group signalling, for example. The Rel-17 design should not lose sight of the case where inter-donor migration of IAB-nodes may be needed for large number of UEs at a given time in response to parent link failure for a high level IAB node.  

Q2-2: When possible, it is advantageous to maintain simultaneous connections to both donors to minimize service interruption. But it may not always be possible in all cases. 

Q2-3: In case that inter-donor migration of IAB-nodes needs to be performed in response to parent link failure, it may be difficult to ensure zero service interruption. However, RAN3 and RAN2 should discuss and specify mechanisms by which such service interruption is minimized. 

	Intel
	See comments
	Q2-1: Consider it as baseline and try to scale down the interruption.

Q2-2: This is not only a RAN3 decision. Need RAN2 supports.

Q2-3: Agree with QC

	Nokia
	Q2-1: See comments

Q2-2: Yes, when possible

Q2-3: See comments
	Q2-1: The SI outcome can be considered as a starting point. Of course, Rel-17 can have enhancement.

Q2-2: When IAB can have simultaneous connections to both donors, it is inter-Donor topology Redundancy. This should be supported in Rel-17. But there are also scenarios that IAB can only connect one Donor. This should also be supported in Rel-17. 

Q2-3: HO can be used. 

	CATT
	Q2-1: No

Q2-2: Yes

Q2-3: n/a


	Q2-1: RAN 3 should discuss service interruption rather than each UE into re- establishment. It can be discussed in #CB 7.

Q2-2: The mechanism of IAB nodes dual connection should be discussed to reduce service interruption.

Q2-3: n/a

	Samsung 
	Q2-1: No 

Q2-2: See comments 

Q2-3: See comments
	Q2-1: Apparently, such scheme is not our intention to enhance Rel-16 IAB. However, this scheme shows several problem we need solve in Rel-17. Thus, this scheme can be considered as the target against by our design in Rel-17. One apparent problem against by our design is to avoid the UE re-establishment during the inter-CU migration procedure. 

Q2-2: the simultaneous connection to both donors have two different cases:

· The simultaneous connection is achieved by that IAB-MT part can only connect to one donor 

· The simultaneous connection is achieved by that IAB-MT part is dual-connected to two donors 
The intention of simultaneous connection is to reduce the service interruption. The more important thing is to reduce interruption time of F1-U traffic. Thus, we think keep simultaneous connection for F1-U traffic is an efficient way. However, for F1-C, since legacy CU-DU split only supports one CU connection to each DU, Rel-17 needs follow the same principle.  In summary, we can consider simultaneous connection for F1-U while single connection for F1-C. 

Q2-3: the legacy HO procedure may cause large interruption. After the IAB-MT part handover, several additional configurations are needed, e.g., F1-U redirection, BAP routing configuration, BH RLC CH configuration, etc., which also takes time. Especially, when the target has CP-UP separation, such delay will be larger. Thus, we need consider the service interruption reduction even via the HO procedure. 

	Huawei
	Q2-1: see comment

Q2-2: No

Q2-3: see comment
	Q2-1: The solution introduced in SI can be considered as a start point. But this solution has obvious drawback, so we need better solution in R17.

Q2-2: IAB-DU should only maintain one F1 connection to one donor CU, follow the principle for gNB-DU. Allowing simultaneous F1 connection to two CU would cause significant impact and we are not even sure this works.  Alt 3 seems sufficient in R17. Other enhancement can be R18.

Q2-3: HO should be considered.

	KDDI
	Q2-1:No

Q2-2/3:see comments


	Q2-1: share the comment with Ericsson

Q2-2: agree with QC

Q3-2:agree with QC

	ZTE
	Q2-1: No
Q2-2:See comments

Q2-3:See comments
	Q2-1: The SI Inter-donor migration mechanism would obviously lead to long service interruption. So enhancements needs to be investigated in R17 to reduce service interruption. 
Q2-2: Maybe the approach of maintaining simultaneous connections to both donors is one possible solution, e.g. reuse DAPS in IAB. But it should not be assumed as a baseline solution since it may be not supported by migrating IAB node/UE.   
Q2-3: Service continuity can also be guaranteed via handover procedure. 

	LGE
	Q2-1:No

Q2-2:see comments


	Q2-1: Connection re-establishment for all the UEs are not good solution. Enhancement is needed.

Q2-2: Should be allowed. On how to realize the dual connection to both donors should be discussed further. 

	Futurewei
	Q2-1: Please see comment

Q2-2: No. Please see comment

Q2-3: Please see comment
	Q2-1: Agree with AT&T. Rel. 17 should consider enhancements beyond the SI solution.

Q2-2: Similar to our comment regarding Q1-1, if the objective is to maintain redundant F1-Cs for the IAB node, this does not seem workable, nor within the scope of the Rel. 17 WI.

Q2-3: Service continuity and load balancing can be achieved via HO mechanism, as it done in networks currently.


Summary:
Q2-1: The inter-donor migration mechanism from the SI it implies connection re-establishment for the UEs. Should this be considered as a solution for inter-donor migration? 

Most companies seem to want to avoid UE re-establishment, which is inherent to the SI solution. The following is proposed:

Proposal 6: RAN3 to work on solutions for inter-donor migration that do not force the UEs and IAB-MTs into connection re-establishment.
Q2-2: Should RAN3 adopt/allow the approach where the IAB nodes maintain simultaneous connections to both donors?

The majority of companies (although not an overwhelming majority) is open to discussing simultaneous connections to both donors. The following proposal is raised:
Proposal 7: The inter-donor migration solutions where IAB nodes maintain simultaneous connections to both donors are enabled.
Q2-3: In case your answer to Q2-2 was “no”, how would you ensure service continuity and load balancing? 

The answers were mostly along the lines of HO procedure enhancement. The question to be clarified online.
3.3 Issue 3: The information made available to the new donor 

General understanding in the papers is that, at migration, the new donor should receive the contexts of the affected MTs and UEs, as well as the DU “context”, which includes the DU configuration, including the information about the IAB-DU’s F1 connection stored at the CU. In addition, at least papers [3], [8], [10] and [14] propose that the new CU should be informed about the topology at the source (e.g. which IAB node serves which MT and UE), and, potentially, information about BH RLC channels and traffic mapping at the source (this information pertaining to the affected IAB nodes and UEs). In addition, paper [8] proposes to include IP address request information and IAB node indication in the request message for inter donor migration

Q3: Which of the information below may/should be made available to the new donor:

1. Contexts of all involved UEs,

2. Contexts of all involved MTs,

3. Contexts of all involved DUs,

4. Backhaul and topology-related information,

5. IP address request 

6. IAB node indication,

7. Any other information?

	Company
	Answer

	Ericsson
	We think that 1-5 should be provided to the new donor. Depending on the signalling design, 6. could also be considered.

	QC
	For a typical IAB-MT handover scenario, we think that 1-6 apply.

For an NR-DC scenario, it might be possible that the IAB-MT is dual-connected to both donors but some or all of the IAB-node’s UEs remain connected only to the initial IAB-donor. This scenario was considered in CB8. 

	Lenovo, Motorola Mobility
	It seems 1-4 are needed. FFS on others.

	AT&T
	This can be discussed at a later stage 

	Intel
	1-5 for now

	Nokia
	1-5, 6 may be implicitly indicated (e.g. if 1-5 is transmitted to target Donor, Target donor can know this is an IAB node). This can be further discussed later.

	CATT
	1-5 are needed

6 is optional. Since target CU would recognise it’s an IAB node when received 4. Backhaul information is specific to IAB.

	Samsung 
	1,2: it is clear, and it needs to be known by the target. It can be transmitted via Xn interface 

3:  it is clear and it needs to be known by the target. How to transmit it needs further discussion. For example, it can be transmitted via Xn, or it can be transmitted via F1 after IAB-MT handover. 

4: the information is unclear to us. At the source side, several BH RLC CHs are configured, including the ones served by migrated node, and the ones served by other nodes. We agree BH RLC CHs served by accessing node can be known by target, which can be considered as a part of 2. For others, it may not need. For topology information, further clarification may be needed 

5: we prefer to IP address information. The reason is that the IP address can implicitly indicate the requested IP address in target. Meanwhile, the target IAB donor CU can generate the IP address update in HO CMD of IAB-MT. 

6: this information is already introduced in Rel16.  

BTW, the details design of these information can be discussed at the later stage. 

	Huawei
	Agree with Nokia

	KDDI
	Agree with Nokia

	ZTE
	At least 1-5 are needed to be delivered to new donor. 

	LGE
	1-5 are necessary, other can be discussed further

	Futurewei
	At least 1-5 are needed. Not clear that 6 is that useful since new IP addresses may need to be assigned. In any case, the details can be discussed as the WI progresses.


Summary:
Q3: Which of the information below may/should be made available to the new donor:

1. Contexts of all involved UEs,

2. Contexts of all involved MTs,

3. Contexts of all involved DUs,

4. Backhaul and topology-related information,

5. IP address request 

6. IAB node indication,

7. Any other information?

The following is proposed:
Proposal 8: The following information should be made available to the new donor:

6. Contexts of all involved UEs,

7. Contexts of all involved MTs,

8. Contexts of all involved DUs,

9. Backhaul and topology-related information,

10. IP address request.
3.4 Issue 4: High-level signalling design

Regarding the high-level migration signalling design, several key issues can be identified, as discussed below.

Group or individual migration signalling: papers [2], [3], [7], [8] and [14] call for solutions where messages for inter-donor migration carry information pertaining to more than one device (e.g. UE, MT, IAB node). On the other hand, paper [16] expresses concerns about potential size of messages for group migration signalling and proposes the reuse of legacy signalling for UE HO (e.g. XnAP HANDOVER REQUEST/RESPONSE with IAB-specific enhancements), where each procedure execution pertains to migration of a single UE or IAB-MT. Meanwhile, paper [1] proposes multiplexing of relevant XnAP transactions as well as F1 DL transactions related to migration. The discussion on grouping of F1 UL migration-related transactions is proposed to be postponed to the next release.

In order to address the problem of message size in group migration, paper [10] proposes to use index-based group migration signalling, where the corresponding messages carry indexes to the relevant information (e.g. UE contexts), rather than the explicit information. Index-based signalling has already been used for Rel16 IABs for managing the traffic mapping information over F1.
Q4-1: Should RAN3:

a) work on group signalling for inter-donor migration of UEs and IAB-MTs, or 

b) should individual signalling be specified (e.g. by reusing legacy messages)? 

Q4-2: In case of group signalling, should only the DL F1AP messages be multiplexed, (but not the UL F1AP messages relevant for migration)?

Q4-3: In case you are in favour of group signalling, should RAN3 discuss the use of indexes, instead of sending explicit migration information in group signalling messages? 

Q4-4: Should RAN3 reuse legacy HO signalling or define new procedures for inter-donor migration?

	Company
	Yes/No
	Motivation

	Ericsson
	Q4-1: b)

Q4-2: Seems reasonable

Q4-3: Yes

Q4-4: See Motivation
	Q4-1: In case a) is selected, the UEs and MTs whose contexts are to be included in the group migration signalling messages should be served by the same IAB-DU. We should not include the contexts of e.g. parent MT and the UEs/MTs served by the collocated IAB-DU in the same message, since this probably leads to service interruption.

Q4-2: This seems reasonable but let us see where we go with Q4-1.

Q4-3: The group migration messages may have an issue with message size. We believe that the use of indexes (similar to what we did in Rel16 F1 signalling) would help alleviate this problem.

Q4-4: For moving the IAB-DU contexts we may need to define new messages, but this does not mean that we cannot reuse legacy signalling for UE and IAB-MT context transfer.

	QC
	See comments
	Q4-1: We should start with a baseline that uses legacy signalling. In a second step we can discuss optimizations, e.g., using group signalling.

Q4-2/3: This question should be addressed at a later stage.

Q4-4: For baseline, we should start with legacy HO signalling for the BS and consider new procedures only if legacy procedures are not enough.

	Lenovo, Motorola Mobility
	Q4-1: a)


	Q4-1: using group signalling to avoid the signalling storm 

Q4-2/3/4: Further discussion is needed. 

	AT&T
	Q4-1 a)

Q4-2 Maybe

Q4-3: Maybe

Q4-4: Not sure
	Q4-1: Group signalling seems to be the only way to minimize large signalling overhead and processing when large number of UEs under a TL node need to be migrated to a new donor. Individual signalling is useful only for load balancing case, where inter-node donor migration is performed gradually for small sets of UEs. 

Q4-2: This needs to be discussed further 

Q4-3: The use of indexes seems like a reasonable way. However, other approaches should also be considered, if proposed.

Q4-4: It may be too early to decide whether legacy HO signalling can be reused. It depends upon what information needs to be signalled, especially for group signalling. 

	Intel
	See comments
	Q4-1: Agree with QC, gets the functionality first, then optimization

Q4-2 and Q4-3: See our response to Q4-1

Q4-4: Start with legacy as baseline

	Nokia
	See comments
	We should start with the legacy signalling. 

It is unclear about the benefit for group mobility or multiplexing. Is it to combine the context for multiple UEs in one message? 

Note: the group mobility was also discussed in LTE Mobile Relay, but did not show the clear benefit. 

	CATT
	See comments
	Q4-1: Agree with QC

Q4-2: Whether the RRC configuration complete message conveyed in UL transfer message can be sent in group should be further discussed.

Q4-3:  Prefer to use of index, it would be simpler, but it can be further discussed.
Q4-4：We can enhancement the legacy HO signalling. E.g., include the DU context, UE context list, topological information in Xn handover request message. 

	Samsung 
	See comments
	Q4-1: legacy scheme should be our start point. About optimization brought by group mobility, we are concerning if it can really reduce the signalling load or just define a new message to include all the UE contexts.

Q4-2/3/4: it is too early to discuss this. 

	Huawei
	See comments
	Q4-1: Agree with QC.

Q4-2: The details about the group signalling can be discussed later

Q4-3: The details can be discussed later.

Q4-4: Can start with legacy as baseline, and enhance the procedure if necessary and real beneficial.

	KDDI
	Q4-1/2:See comments

Q4-3:Yes

Q4-4
	Q4-1: start the individual signalling as a baseline, and consider the optimization later.

Q4-2:it seems reasonable, we can discuss it later

Q4-3:introducing index is one way to reduce signalling overhead

Q4-4: agree with Ericssion

	ZTE
	See comments
	Q4-1:  Individual signaling could be studied as baseline while group signaling could be investigated to avoid signaling storm.   
Q4-2: It is not clear why only DL F1AP messages could be multiplexed. The multiplexing of UL F1AP messages is already supported in Rel-16 IAB. 
Q4-3: The detailed solution is not clear and needs to be further discussed later. 
Q4-4: Legacy HO signalling could be the starting point and enhancements should be investigated for IAB scenario. 

	Futurewei
	Please see comments
	Q4-1: Agree with QC. Legacy signalling should be baseline.

Q4-2: Can be discussed later

Q4-3: Seems like a stage-3 discussion. Probably too early to get into the weeds on this.

Q4-4: Agree with QC. Legacy procedure should be baseline.


Summary:
Q4-1: Should RAN3:

a) work on group signalling for inter-donor migration of UEs and IAB-MTs, or 

b) should individual signalling be specified (e.g. by reusing legacy messages)? 

Based on majority view:

Proposal 9: The legacy (i.e. individual) signalling is taken as baseline for inter-donor migration of UEs and IAB-MTs.
Q4-2: In case of group signalling, should only the DL F1AP messages be multiplexed, (but not the UL F1AP messages relevant for migration)?

Q4-3: In case you are in favour of group signalling, should RAN3 discuss the use of indexes, instead of sending explicit migration information in group signalling messages? 
Companies would like to discuss the above 2 questions at a later stage.

Q4-4: Should RAN3 reuse legacy HO signalling or define new procedures for inter-donor migration?

Majority seems to prefer the reuse of legacy signalling, while some companies would like to discuss this more. 
Separation between the MT and DU/UE handover: papers [4], [7], [8] and [14] propose that the information related to UE contexts and contexts of the migrating and all descendant IAB nodes, as well as the topology-related information is carried together in messages for group migration. Meanwhile papers [6], [11] and [16] propose that the messages for MT migration should be sent separately from messages for DU and UE migration, effectively meaning that the MT and DU and UE migration is executed at separate times. 

Q4-4: Should:

a) IAB-MT migration signalling be separated from the migration of the collocated IAB-DU and the served UEs, or 

b) Should these all be bundled into a single procedure?

Q4-5: In case you prefer to execute the DU, MT and UE migration simultaneously (Q4-4), how would you ensure advance path setup at target and service continuity?

	Company
	Yes/No
	Motivation

	Ericsson
	Q4-4: 1)

Q4-5: See motivation
	Q4-4: We do not think that it is possible to secure that process in IABs and UEs happens at the “same time”.  If there are any errors in the procedure, it may be a disaster for the network. Also, migrating everything together would not be beneficial for service continuity.

Q4-5: As replied in Q4-4, we think that an IAB-MT should be migrated at different time than its IAB-DU and the served IAB-MTs and UEs. That ensures service continuity, since the path can be setup at target in the time interval between the former and the latter migration. Perhaps it would require migrating the BH information together with parent IAB-MT.

	QC
	See comments
	Q4-4: In the baseline procedure, we should use legacy signalling, which implies that IAB-MT, IAB-DU and UE use different procedures for migration. This does not preclude that these procedures are performed at the same time, or that they are interleaved in the time domain. Optimizations, e.g. by bundling things together, can be considered at a late stage.

Q4-5: One example for baseline with very small service interruption:

1. The new F1-C to target donor is established via the source path using the IAB-node’s source IP address. 

2. UE and IAB-MT HO are prepared (can occur before step 1)

3. UE HO command is sent to migrating IAB-node, where it is cached but not forwarded.

4. IAB-MT HO command is sent via source path and executed by IAB-MT.

5. After successful IAB-MT HO execution, IAB-DU forwards UE ‘s HO command to UE, which executes the HO.

6. F1-C is migrated from source path IP address to target path IP address (e.g. using SCTP migration, MobIKE, etc).

There are obviously other ways to do it using legacy signalling. 

	Lenovo, Motorola Mobility
	Q4-4: 2)

Q4-5: See comments
	We prefer to have grouping signalling.

There are serval solutions are mentioned to solve new F1 interface issue to ensure advance path setup. Qualcomm gives one of examples above. 

	AT&T
	Q4-4: See comments

Q4-5: See comments
	These two questions should not be decided right now. They depend on how group mobility procedures and signalling are defined. 

	Intel
	Q4-4: Option 1
	Start with option 1

	Nokia
	See comments
	We can start with the legacy way (i.e. a), and not preclude any enhancement. This is the first meeting, so no need to preclude any option. Also, there is no detailed solution yet. This should be discussed later.  

	CATT
	See comments
	The aim of including UE context list in the Xn handover procedure is to reduce the signalling interaction. It also needs to IAB DU, descendant node and UE migrate separately. If an error occurs during UE Context List transmission, the “failure context” can be resent by Xn handover request message to target CU when this IAB node or UE initial migration procedure. It would not influence the migration of descendant node and UE.

	Samsung 
	See comments
	At this stage, we prefer to follow the legacy way, i.e., use separate procedure. However, we can further consider the potential optimization at the later stage. 

	Huawei
	See comments
	Agree with majority, take the legacy way as start point, no need to preclude other enhanced ways. Detailed solutions can be discussed in later stage.

	KDDI
	See comments
	Share the comments of CATT

	ZTE
	See comments
	Q4-4:  Individual signaling could be studied as baseline while group signaling could be investigated to avoid signaling storm.   
Q4-5:  What does “advance path setup” mean? Service continuity could be ensured via handover procedure, the details could be further discussed later. 

	LGE
	See comments
	Agree to start with the legacy procedure and consider enhancements 

	Futurewei
	Please see comments
	Agree with the majority view. Start with legacy signalling and procedures as baseline, and then consider optimizations on top of these.


Summary:

Q4-4: Should:

a) IAB-MT migration signalling be separated from the migration of the collocated IAB-DU and the served UEs, or 

b) Should these all be bundled into a single procedure?

Q4-5: In case you prefer to execute the DU, MT and UE migration simultaneously (Q4-4), how would you ensure advance path setup at target and service continuity?

Proposal 10: The approach where IAB-MT migration uses separate procedure from the ones used for migration of the collocated IAB-DU and the served UEs is adopted as baseline.
3.5 Regarding the proposals not captured in this SoD

All the proposals not captured in the above questions are regarded by the rapporteur as non-essential for the initial discussion and should be discussed at a later stage.

In addition:

· In [5] it is proposed to inform an access IAB node about an imminent migration of one of its parent nodes. This will be discussed in CB#7 on reduction of service interruption. 

· Paper [13] proposes that RAN3 should discuss the solutions to avoid the loss of UL data at migration. This will be discussed in CB#7 on reduction of service interruption.  
4 Conclusion, Recommendations 

TBW
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