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Introduction
According to the R17 Slice SI objectives for RAN3 [1], we would like to discuss the use case and possible options of slice re-mapping, and give our solution of slice re-mapping.1. Study necessity and mechanisms to support service continuity, including [RAN3]
a. For intra-RAT handover service interruption, e.g. target gNB doesn’t support the UE’s ongoing slice, study slice re-mapping, fallback, and data forwarding procedures. Coordination with SA2 is needed. 

Discussion
On current spec, if the subset of ongoing slice is not supported by AMF/SMF during handover, it’s AMF/SMF to decide whether to re-map or release the corresponding PDU session(s) associated to the unsupported slice, which has no impact on RAN, if any, the whole solution belongs to SA2’s consideration.
What we would like to discuss is that the subset of ongoing slice is not supported by the target NG-RAN node during handover, which is not covered by SA2 and has impact on RAN.
The following discussion takes Xn-based handover as an example, which also works for NG-based handover.
2.1 Use case description
According to TS38.300[2], no matter NG-based handover or Xn-based handover, handover is allowed regardless of the slice support of the target NG-RAN node, thus, if the subset of the ongoing slice is not supported by the target node, the corresponding PDU session(s) associated to the unsupported slice are not admitted by the target node, which will be indicated to the AMF/SMF through NG messages (e.g. Path Switch Request or Handover Request ACK messages). 
According to TS 23.501[3], if a network slice used for one or multiple PDU sessions is no longer available for a UE, no matter it happens under the same AMF or not, the corresponding PDU session(s) shall be released, UE will decide whether to reroute the ongoing traffic to the existing PDU session or request a new PDU session establishment. 
Taking Xn-based handover as an example, the procedure used for the use case that target gNB doesn’t support the subset of UE’s on-going slices is shown in figure 1. If S-NSSAI#1 is not supported by the target node, the PDU session ID#1 which is associated to S-NSSAI#1 is not admitted by the target node (note that at least one of the PDU sessions requested is supported by the target). Although the handover is successful, the DRB(s) on PDU session ID#1 will not be established and the PDU session ID #1 will be released after handover, which means the service on PDU session ID#1 will be interrupted until UE reroute the service to other PDU sessions or a new PDU session established.


Figure 1 use case of Xn-based handover
Note: at least one of the PDU session is supported by the target.
Based on above description, the services on the released PDU session(s) will be interrupted for a while, which will have impact on UE’s service experience, especially for the low latency and critical services. To avoid this situation, slice re-mapping is an expected method to be used.
Observation 1: It is necessary for the network to implement slice re-mapping to ensure user experiences when the target NG-RAN node doesn’t support the subset of ongoing slices. 
2.2 Possible options and solution
The implementation of slice re-mapping has many options depending on which node to implement and what policy to be used based on different background knowledge. 
Regarding to re-mapping policy generation node, to make the best re-mapping choice, it’s better to let core network generate the re-mapping policy with the comprehensive background information of UE, NG-RAN and CN. We assume this policy can be used for NG-RAN node.
Regarding to re-mapping implementation node, below options can be considered. Note that for option 1 and option 2, NG-RAN node can get the re-mapping policy from core network in advance.
Option 1: the procedure is used for the case of target node implements the slice re-mapping shown in figure 2


Figure 2
The re-mapping happens during handover preparation phase, which will not introduce service interruption. The re-mapped slice chosen by the target NG-RAN node is the best choice for UE with considering the re-mapping policy pre-generated by the core network and the slice usage information of its own.
Option 2: the procedure is used for the case of source node implements the slice re-mapping shown in figure 3


Figure 3
The re-mapping happens before handover preparation phase, which will not introduce service interruption. The re-mapped slice chosen by the source NG-RAN node may not be the best choice for UE as the slice usage information of target node is not considered.
Option 3: the procedure is used for the case of core network implements the slice re-mapping shown in figure 4.


Figure 4
The re-mapping happens during path switch phase, which will introduce extra service latency or interruption. The re-mapped slice chosen by the core network may not be the best choice for UE as the slice usage information of target node is not considered.
Based on the above analysis, we prefer option 1 as the solution to solve the service interruption issue when the target node doesn’t support the subset of on-going slices.
In option 1, one possible way to get slice re-mapping policy generated by core network in advance is that core network generates the policy per PDU session and sends it to NG-RAN node during PDU session establishment procedure, the advantages are
-	The policy generated by CN has a very comprehensive consideration to help selecting the best slice when re-mapping happens. 
-	The policy generated during PDU session setup can avoid extra negotiation effort and latency during handover 
-	The policy generated during PDU session setup can also be used in other use cases (e.g. the on-going slice is not available in the serving NG-RAN node when slice overload)
In option 1, the slice re-mapping can be implemented in the target NG-RAN node, the advantages are
-	The re-mapping can be implemented during handover preparation phase to avoid service interruption
-	The re-mapped slice selection can be based on the slice usage information of the target NG-RAN node to serve UE with better experience.
The detailed procedures for option 1 (e.g. Xn-based handover case) are shown below:
Step 1: Generate network slice re-mapping policy in advance 


Core network pre-generates network slice re-mapping policy along with the S-NSSAI associated to the PDU session during session setup, and the re-mapping policy is also associated with each PDU session as a UE context, which can be used for re-mapping implementation when the on-going slice is not available or not supported by the NG-RAN node (e.g. target node doesn’t support the on-going slice UE requested during handover).
Core network sends the re-mapping policy per PDU session to the NG-RAN node through PDU session resource setup request.
Step 2: implement slice re-mapping according to the re-mapping policy (e.g. Xn-based handover)


If the ongoing slice is not supported by the target node during handover, the target node implements the slice re-mapping according to the re-mapping policy for the corresponding PDU session and the supported slice situations of target node, and re-mapped S-NSSAI chosen by the target node is the best choice as considering the capabilities and polices of all relevant network elements including UE, NG-RAN node and Core Network.
The target NG-RAN node sends the re-mapped S-NSSAI with the PDU session ID to the source NG-RAN node, which notifies UE the re-mapped S-NSSAI associated to the PDU session ID through RRC Reconfiguration message
After handover completion in Uu, the target NG-RAN node sends the re-mapped S-NSSAI with the PDU session ID to AMF through Path Switch Request message.
If UE with the re-mapped S-NSSAI configured backs to the NG-RAN node who supports the original S-NSSAI, the new target NG-RAN node implements slice fallback to the original S-NSSAI according to the network slice re-mapping policy. 
The principle of this solution is that whenever the ongoing slice is not available the slice re-mapping can be implemented by the NG-RAN node according to the policy generated by the core network in advance, so it also works for the NG-based handover or some other scenarios (e.g. the on-going slice is not available on the serving node), 
Proposal 1: Slice re-mapping can be implemented by the target NG-RAN node (in case of handover) according to the policy of CN and slice usage information of target NG-RAN node.
[bookmark: OLE_LINK42][bookmark: OLE_LINK43]Conclusion
In this paper, we discuss the use case and possible options to implement slice re-mapping and the following proposals are made:
Observation 1: It is necessary for the network to implement slice re-mapping to ensure user experiences when the target NG-RAN node doesn’t support the subset of ongoing slices. 
Proposal 1: Slice re-mapping can be implemented by the target NG-RAN node (in case of handover) according to the policy of CN and slice usage information of target NG-RAN node.
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[bookmark: _Toc46765289]Use case description
Editor Note: capture the use cases description and benefits of the use cases
According to TS38.300, no matter NG-based handover or Xn-based handover, handover is allowed regardless of the slice support of the target NG-RAN node, thus, if the subset of the ongoing slice is not supported by the target node, the corresponding PDU session(s) associated to the unsupported slice are not admitted by the target node, which will be indicated to the AMF/SMF through NG messages (e.g. Path Switch Request or Handover Request ACK messages). 
According to TS 23.501, if a network slice used for one or multiple PDU sessions is no longer available for a UE, no matter it happens under the same AMF or not, the corresponding PDU session(s) shall be released, UE will decide whether to reroute the ongoing traffic to the existing PDU session or request a new PDU session establishment. 
Based on above description, the services on the released PDU session(s) will be interrupted for a while, which will have impact on UE’s service experience, especially for the low latency and critical services. To avoid this service interruption, slice re-mapping is an expected method to be used.
[bookmark: _Toc46765290]Solution description
Editor Note: Capture the solutions for the use case.
When the target node doesn’t support the subset of ongoing slices, one possible solution is that the target NG-RAN node implements slice re-mapping or fall-back according to the re-mapping policy pre-generated by the core network and slice usage information of its own. 
The slice re-mapping policy is generated during PDU session setup, the advantages are
· The policy generated by CN has a very comprehensive consideration to help selecting the best slice when re-mapping happens. 
· The policy generated during PDU session setup can avoid extra negotiation effort and latency during handover 
· The policy generated during PDU session setup can also be used in other use cases (e.g. the on-going slice is not available in the serving NG-RAN node when slice overload)
The slice re-mapping is implemented in the target NG-RAN node, the advantages are
· The re-mapping can be implemented during handover preparation phase to avoid service interruption
· The re-mapped slice selection can be based on the slice usage information of the target NG-RAN node to serve UE with better experience.
The related procedures (e.g. Xn-based handover case) are shown below:
Step 1: Generate network slice re-mapping policy in advance 


Core network pre-generates network slice re-mapping policy along with the S-NSSAI associated to the PDU session during session setup, and the re-mapping policy is also associated with each PDU session as a UE context, which can be used for re-mapping implementation when the on-going slice is not available or not supported by the NG-RAN node (e.g. target node doesn’t support the on-going slice UE requested during handover).
Core network sends the re-mapping policy per PDU session to the NG-RAN node through PDU session resource setup request.
Step 2: implement network slice re-mapping according to the re-mapping policy (e.g. Xn-based handover)


If the ongoing slice is not supported by the target node during handover, the target node implements the slice re-mapping according to the re-mapping policy for the corresponding PDU session and the supported slice situations of target node, and re-mapped S-NSSAI chosen by the target node is the best choice as considering the capabilities and polices of all relevant network elements including UE, NG-RAN node and Core Network.
The target NG-RAN node sends the re-mapped S-NSSAI with the PDU session ID to the source NG-RAN node, and the source NG-RAN node notifies UE the re-mapped S-NSSAI associated to the PDU session ID through RRC Reconfiguration message
After handover completion in Uu, the target NG-RAN node sends the re-mapped S-NSSAI with the PDU session ID to AMF through Path Switch Request message.
If the re-mapped S-NSSAI is used in the source node and the original S-NSSAI is supported by the target node, the target node implements slice fallback to the original S-NSSAI according to the network slice re-mapping policy. 
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