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Introduction
In the NTN Rel-17 WID [1], the following NG-RAN architecture enhancements should be specified (see TR 38.821):
· to support feeder link switch over in Transparent payload architecture based LEO scenarios
· network identities handling
· [bookmark: _GoBack]registration update and paging handling
· cell relation handling and related features e.g. neighbours, ANR, RAN paging …
In this contribution, we will provide our opinion on network identities handling, especially over the open topic on tracking areas.
Discussion
[bookmark: OLE_LINK78][bookmark: OLE_LINK79]Overview
According to the objective of this WID, there are three major scenarios for NTN deployment, each of which corresponds to a scenario name listed in Table 4.2-1 of TR 38.821:
· Scenario A: GEO based transparent NTN, in which all beams have footprints fixed on the earth.
· Scenario C1: LEO based transparent NTN, with steering beams so that their footprints are fixed on the earth as long as the satellite covers the area and links to a given NTN gateway. The beams still need to be switched on and off frequently when the satellite no longer covers the area, or has to link to another NTN gateway, typically within minutes.
· Scenario C2: LEO based transparent NTN, with all beams moving along with the satellite. Their footprints have to move on the earth as well.
For Scenario A, the conventional ID handling mechanism applying in TN can be reused. On the opposite side, for both Scenario C1 and Scenario C2 there are some issues preventing such direct reuse. Generally speaking, the case on Scenario C1 looks like a mix of Scenario A and Scenario C2. Once the solution for Scenario C2 is determined, the solution for Scenario C1 can be deduced easily. Therefore we will focus on Scenario C2 in the following part of this contribution for convenience.
Use of the IDs
In conventional TN, UEs largely rely on network IDs to identify their position and take proper actions. For example, they need to check the broadcast PLMN, in order to deduce whether they are in roaming or not, and applies region/country policy if needed.
However, here in this WID, all UEs are assumed with GNSS capabilities and thus can (or even shall) take proper actions according to their position, making these network IDs not as important as in TN. For example, in NTN it is common for one cell’s footprint cover across country boundaries (since it spans too wide), and no matter what is broadcast in the SIBs, any UE camped in this cell has to deduce what country it currently locates within in order to select the correct PLMN, or applies region/country policy if needed, considering the fact that all UEs camping in this cell receive the same SIBs and the network IDs within them. The case within the network is similar, since it can either acquire the UE’s GNSS location from reporting (maybe with an intentional ~km margin for privacy), or roughly locates the UE on its own.
Observation 1: Geographical location information can be used for most cases that strictly associated with geographical location.
Since the geographical location information split away the task strictly associated with terrestrial regions, network IDs can be “liberated” from strictly associated with them.
Proposal 1: Network Identifiers can be decoupled from strictly associated with geographical regions.
Then what we need to do is on to use the network IDs as efficient as possible.
To use the network IDs as efficient as possible
PLMNs are usually associated with region/country policy (e.g. for legal interception), and thus are more efficient to remain strictly associated with terrestrial region. Cells spanning across country boundaries may need to broadcast multiple PLMNs, but this feature is already well supported by the conventional RAN sharing mechanism.
On the other side, CGIs are very important for RAN signalling, e.g. they are used to indicate the handover target cell both over the interfaces and over the Uu. The most efficient solution is to keep the NCIs as persistent as possible, which means that for the period that one given satellite links to one given NTN gateway as well as one given gNB, the CGI of the given cell for a given PLMN should keep constant even if it sweeps some hundred or even thousand kilometres in Scenario C2.
The only drawback of this solution we observe, if exists, is that the “UE History Information”, which contains the list of the cells UE recently visited, becomes virtually useless. However, this is not problematic since that this information is designed mainly as an input for target cell selection during handover, but in NTN, the geographical location information is obviously a far more accurate input.
Proposal 2: CGI for a given PLMN should keep constant, unless there is any topological shift on the link, e.g. switching to another satellite, another NTN gateway, or another gNB.
The case with TAIs is in the middle. As analysed in the section above, the geographical location information split away the task strictly associated with terrestrial regions, leaving the TAI’s usage focused on paging.
Observation 2: Based on Proposal 1, the main use of TAI is for paging.
In another contribution [2] we raised for this meeting, we analyse how to “optimise” the paging procedure with the geographical location information taken into consideration. Hence here we only need to analyse the conventional paging mechanism.
Conventional paging mechanism (without any optimisation) mainly comprises of the following steps:
Step 0: Every gNB reports a “Supported TA list” toward the core network during the NG setup or configuration update procedure.
Step 1: One UE performs a registration procedure with the core network. During the registration procedure, the core network assigns the UE with a “registration area”, whose format is a TAI list.
Step 2: The UE returns IDLE and may move freely around, as long as it camps within a cell that broadcast at least one TAI within its TAI list of “registration area”.
Step 3: When the core network needs to move the UE into CONNECTED again (e.g. for MT call), it sends a PAGING message toward each gNB that supports at least one TA within the UE’s “registration area”. This message also contains a TAI list.
Step 4: The gNB instructs every cell to page the UE, if the cell broadcast at least one TAI within the TAI list.
In NTN, most UE does not move fast, making it very infrequent for a UE to trigger registration area update due to camping in a cell that broadcast no TAI within its TAI list of “registration area”, or briefly “RAU”. Hence the load such conventional paging mechanism causes is mainly on sending the paging message on Uu and NGAP, or briefly speaking, paging load.
Following is the key points to reduce or balance the paging load:
· Key point 1: Every TA should be as small as possible.
· Key point 2: The cell with the most paging load should broadcast as less TA as possible.
· Key point 3: UE should be assign with as less TA within its “registration area” as possible.
According to the current specifications, one cell can only be assigned with one TAI per PLMN, while during the SI phase of NTN, it was ever proposed that one cell can be assigned with multiple TAIs per PLMN in order to make the TAs strictly associated with geographical areas. This optimisation is named as the “soft switch” option shown in §7.3.1.3.1 of TR 38.821. The conventional solution is named as “hard switch” option correspondingly.
However, we observe that the “soft switch” option has a severe negative impact on the Key point 2 mentioned above (in the “hard switch” option the TAI list for UE should be slightly larger in order to prevent “RAU” even if the UE does not move), even though it does have some positive affect on Key point 3. The mechanism is that, once the “soft switch” option is adopted, there will always be some cells that broadcast 3 or even 4 TAIs per PLMN, and a significantly larger paging load is expected compared with other cells.
Generally speaking, the average paging load of these two options is almost entirely the same, but in “soft switch” it is distributed much more unevenly. Detail analysis can be found in [3].
Observation 3: Letting one cell to broadcast multiple TAIs per PLMN does not reduce the average paging load—it even makes the paging load distributed much more unevenly.
Proposal 3: One cell broadcasts only one TAI per PLMN, and the boundary of TAs can float in Scenario C2.
Conclusion
Observation 1: Geographical location information can be used for most cases that strictly associated with geographical location.
Proposal 1: Network Identifiers can be decoupled from strictly associated with geographical regions.
Proposal 2: CGI for a given PLMN should keep constant, unless there is any topological shift on the link, e.g. switching to another satellite, another NTN gateway, or another gNB.
Observation 2: Based on Proposal 1, the main use of TAI is for paging.
Observation 3: Letting one cell to broadcast multiple TAIs per PLMN does not reduce the average paging load—it even makes the paging load distributed much more unevenly.
Proposal 3: One cell broadcasts only one TAI per PLMN, and the boundary of TAs can float in Scenario C2.
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