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1. Introduction
The new WID on SON/MDT [1] support for NR was approved. The objective of this WID are shown as follows. 
· Support of data collection for SON features, including CCO, inter-system inter-RAT energy saving, inter-system load balancing, 2-step RACH optimization, mobility enhancement optimization, and leftovers of Rel-16 SON/MDT WI (PCI selection, energy efficiency (OAM requirements), Successful Handovers Reports, UE history information in EN-DC, load balancing enhancement, MRO for SN change failure, RACH Optimisation enhancements) [RAN3, RAN2]

In this document, we will discuss the PCI selection function in NR.  
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Discussion
During the study phase, the use case and solution description about PCI selection were discussed. The following two conclusions were made.
[bookmark: _Toc9496448]5.2.3 	Conclusion
The following features and solutions are recommended to be specified for NR PCI selection function as part of a Rel.16 RAN-centric DCU WI:
· Centralized PCI assignment and distributed PCI assignment for non-split gNB and split gNB.
· The solution down-selection for split gNB case will be decided in normative phase.
For the non-split gNB architecture, the PCI selection mechanism in LTE and the mechanisms that have been specified in NR Rel-15 specification should be the baseline. 
For centralized PCI assignment, the OAM signals a specific PCI value, and the NG-RAN node shall select this value as its PCI. 
For the distributed PCI assignment, the OAM signals a list of PCI values. The NG-RAN node shall select a PCI value randomly from the list of PCIs by removing PCIs that are, for example, reported over the Xn interface by neighbouring NG-RAN nodes. Actually, this was supported in NR Rel-15. For example, the NG-RAN node will report the PCIs of the served cells and neighbour cells to a neighbouring NG-RAN node through the Xn setup procedure and NG-RAN node configuration update procedure. 
[bookmark: OLE_LINK74]Proposal 1: For centralized PCI assignment in case of non-split gNB architecture, the OAM signals a specific PCI value, and the gNB selects this value as its PCI.
[bookmark: OLE_LINK76]Proposal 2: For distributed PCI assignment in case of non-split gNB architecture, the OAM signals a list of PCI values, and the gNB selects a PCI value randomly from the list of PCIs by removing PCIs that are used by neighbouring cells.
For split gNB architecture, both the centralized PCI selection and the distributed PCI selection mechanisms were discussed and several options were proposed during the study phase without conclusion. 
For the centralized PCI selection mechanism, two options were proposed during the study phase as follows.
Case 1: centralized PCI selection, OAM assigns a single PCI to each NR cell
In this case, the OAM configures a single PCI value for NR cells in the DU. The DU sends the PCI of each serving cell to the CU during the F1 setup procedure.
· [bookmark: OLE_LINK42]Option 1a: CU detects PCI conflict and indicates to OAM via DU. OAM assigns a new PCI.
In option 1a, when the CU detects PCI conflict between NR cells within a DU or between neighbouring gNBs, it sends the PCI conflict indication to the DU. The DU reports the PCI conflict to the OAM. After that, the OAM will allocate a new PCI value for the DU.
· Option 1b: CU detects PCI conflict and indicates to OAM directly. OAM assigns a new PCI.
When the CU detects the PCI conflict between NR cells within a DU or between neighbouring gNBs, it sends the PCI conflict to OAM directly. And the OAM will allocate a new PCI value for the cell having PCI conflict and configure it to the DU.
For option 1a, it’s natural for the CU to send the PCI conflict indication to the DU. For option 1b, the CU sends the PCI conflict indication to OAM. If the CU’s OAM is different from the DU’s OAM, the option 1b requires the cooperation between the two OAMs, which may need additional efforts. That is, the CU’s OAM needs to send the PCI conflict indication to the DU’s OAM. 
[bookmark: OLE_LINK43]Proposal 3: In disaggregated architecture, the CU detects PCI conflict and indicates to DU. The DU requires its OAM to assign a new PCI.
For centralized PCI selection, the CU needs to send the PCI conflict indication to the DU. The CU will detect the PCI conflict anytime when it gets the PCI configuration of the neighbour cells, a new class 2 procedure from CU to DU for the PCI conflict indication is needed.
[bookmark: OLE_LINK80]Proposal 4：To Introduce a new class 2 procedure from CU to DU for PCI conflict indication.
For the distributed PCI selection mechanism, two options were proposed during the study phase as follows.
Case 2: Distributed PCI selection, OAM configures a list of PCIs to each NR cell
In this case, the OAM signals a list of PCIs for each cell to the DU, and DU selects one from the list for each NR cell. The DU sends the selected PCI of each serving cell to the CU during F1 setup.
· Option 2a: CU detects PCI conflict and indicates to DU. DU reassigns a new PCI.
When the CU detects the PCI conflict, it sends the PCI conflict indication to the DU. In addition, the CU sends the PCIs of cells neighbouring to the cell subject to PCI update to the DU, or allowed PCIs, or non-allowed PCIs to the DU. The DU may restrict the PCI list considering the information suggested by CU. Based that, the DU reselects a new PCI value from the remaining list of the PCIs.
· Option 2b: CU detects PCI conflict and reassigns a new PCI.
When the CU detects the PCI conflict, the CU will select a new PCI value from the remaining list of the PCIs reported from the DU, and send the new PCI value to the DU in the gNB-CU configuration update procedure. This option needs the gNB-DU report the PCI list of each NR cell to the gNB-CU during F1 setup.
The main difference between the option 2a and option 2b is whether the CU selects and sends a new PCI value to the DU. Since the CU has the PCI information of neighbouring cells received from Xn and F1 interface, it is reasonable to enable the CU to implement the PCI selection function. 
For option 2b, the DU needs to report the PCI list of each NR cell to the CU. It can be done by using the current Served Cell Information IE.
[bookmark: OLE_LINK77][bookmark: OLE_LINK75]Proposal 5: In disaggregated architecture, if a list of PCIs is received for each NR cell during F1 SETUP, the CU detects PCI conflict and reselect a new PCI for the cell with PCI conflict problem and send it to the DU.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
Based on the discussion in this paper, we propose:
Proposal 1: For the centralized PCI assignment in case of non-split gNB architecture, the OAM signals a specific PCI value, and the NG-RAN node shall select this value as its PCI.
Proposal 2: For the distributed PCI assignment in case of non-split gNB architecture, the OAM signals a list of PCI values, and the NG-RAN node shall select a PCI value randomly from the list of PCIs by removing PCIs that are used by neighbouring cells.
[bookmark: OLE_LINK78]Proposal 3: In disaggregated architecture, the CU detects PCI conflict and indicates to DU. The DU requires its OAM to assign a new PCI.
Proposal 4：To Introduce a new class 2 procedure from CU to DU for PCI conflict indication.
Proposal 5: In disaggregated architecture, if a list of PCIs is received for each NR cell during F1 SETUP, the CU detects PCI conflict and reselect a new PCI for the cell with PCI conflict problem and send it to the DU.
The corresponding CR to TS 38.473 is provided in [3].
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