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1	Introduction
[bookmark: _Hlk38222014]This paper provides summary of discussions at RAN#107bis-e on:
CB: # 1005_Email_SON-MDT__MLB
-  Start the discussion from high level principles, list all the points raised (see below) as separate issues in the email discussion and solicit companies’ views on: 
  - SUL 
  - Active UEs
  - Load reporting per node or cell level or slice
  - Network sharing
[bookmark: _Hlk38222476]  - Slice Capacity Value vs. Slice Available Capacity Value
  - HW Capacity Indicator IE
  - The email discussion rapporteur has the freedom to list other issues (based on contributions submitted) for discussion
- Attempt to agree at least on some of the issues (as listed above), once there is an agreement or at least clear majority view – proceed to discuss the TPs
- This email discussion is expected to produce agreements (to be captured in the meeting minutes) on the high level principles, stage-3 TP for 38.473, 38.463, 38.423, 36.423, and possibly stage-2 TP  for 38.300 – in that order
- FFS, corrections (e.g. ASN.1, presence, etc), missing parts (e.g. procedural text where needed, etc) are to be discussed when the discussion progresses to the TP stage (high level agreements should come first)
- Note – this email discussion may benefit from some “online” time, preferably after the “first phase” of collecting companies’ views on the high-level principles
 (Nok - moderator)

It is proposed to allocate the MLB TPs as follows:
· X2AP: CATT
· F1AP: Huawei
· E1AP: Nokia
· XnAP: Ericsson
· TS 36.300: CATT

2	For the Chairman’s Notes 
Current status:
SUL:
- convergence doesn't seem possible.
Main views:
· SUL info is beneficial
· SUL info should not be included because such information should not or can not be used by the source gNB in preparation of the handover.
Active UEs:
- further discussion could be beneficial to confirm and clarify the options:
· No active UE reporting
· Reporting on Xn only (metric determined based on existing E1 signalling)
· Reporting on F1 only, based on TS38.314, section 4.1.1.3.5 (RLC/MAC)
· Reporting on F1 and Xn (same definition on both interfaces?)
· Reporting on F1, Xn and X2 (same definition on all interfaces?)
Load reporting per node or cell level or slice:
High-level discussion: From operators it seems to be acceptable to stick to already agreed metrics / granularity, adding:
· Number of active UEs per cell (all interfaces).
· TNL and HW load information per node (at least on F1).

Possible way forward: Continue discussion in "detailed agreements" section (3.3.2).

Network sharing:
Specification not needed.

Slice Capacity Value vs. Slice Available Capacity Value
Renaming seems agreeable. Question raised for further clarification (meaning of value 100).

HW Capacity Indicator IE
It seems agreeable to introduce the HW Capacity Indicator IE on F1, and remove it from X2/Xn. (Already agreed for E1).
3	Discussion
3.1 Supplementary Uplink (SUL)
[bookmark: OLE_LINK30][bookmark: OLE_LINK31]Please provide your view on benefit of reporting SUL related load/capacity information on X2/Xn/F1, and kind of reporting needed (Radio Resource Status (UP? CP?), CAC?, GBR/non-GBR/Total?, ...). (See R3-201742, R3-201996). 

	Company
	Comment

	HW
	We believe this is useful for source to select which UEs to select for handover. Even if source does not know whether SUL/UL will be used by target, source can use the mobility measurements to identify UEs that are more likely to succeed if SUL is overloaded. This is useful for all metrics capturing radio load, i.e. CAC, PRB, #activeUEs

	Nokia
	While SUL may be deployed for the sake of range extension for the UL, the capacity represented by SUL PRBs may be considered as negligible compared to the normal UL (NUL) capacity. For load balancing, benefit of reporting SUL therefore seems insufficient. Moreover, the usage of  dedicated SUL load information at gNB-CU-CP is questionable. We therefore propose not to include SUL related load/capacity information on X2/Xn/F1 in Rel-16.

	Samsung
	We think it is beneficial to exchange the radio load in SUL (PRB, CAC).

	LGE
	Share the same view with Samsung

	CMCC
	We identify a benefit for source not to select a target which is highly loaded in SUL while not highly loaded in UL, if the SUL related load information is introduced. And at least SUL PRB usage can be supported.

	CATT
	Prefer reporting SUL related information over Radio Resource Status and CAC.
SUL load status can be useful for MLB, considering MLB-triggered handovers are likely to happen around the edge of cells where SUL tends to be more essential than elsewhere.

	Ericsson
	The discussionon whether to report SUL capacity and load in a separate way was already taken at RAN3-106. In the offline discussion at RAN3#106, captured in R3-197581, the following was concluded:
Question 6: Is there any missing part in CAC (except for beam and slice granularity discussed in separate sections)?
 [Status based on papers]
SUL support is proposed in [8] and [9].
Editor’s note: it seems already supported because the receiver can identify whether the cell is SUL or UL/DL cell by served cell info; 
 [Offline discussion]
Conclusion: Already supported without reporting SUL separately
Therefore we already concluded that the already expressed UL capacity and resource utilisation includes a representation of the SUL.
Technically, it is a target node decision to decide which UL carrier to assign to the UE. This is based on a number of factors such as features and bands supported by the UE and the target, load in each carrier etc. It would be deceiving and indeed wrong for a source node to handover a UE to a target cell on the basis of capacity available in SUL because the target may not be able to serve the UE on the SUL. Therefore we do not see the need for SUL capacity and load representation and in fact we see potential issues with that.

	Deutsche Telekom
	Same view as Huawei.

	Vodafone
	Same view as Huawei



Summary: 
There seems to be two main views:
· SUL info is beneficial
· SUL info should not be included because such information should not or can not be used by the source gNB in preparation of the handover.


3.2 Active UEs 
Please provide your view on reporting of Number of Active UEs on X2/Xn/F1/other interface. E.g: Which definition should be used for "active UE"? How will the receiving node (eNB, gNB, CU-CP) use this metric? Reporting of Number of RRC Connected UEs is a possibly related topic (FFS on X2).
	Company
	Comment

	HW
	We are not convinced on the benefit, especially considering the future diverse service usage of different UEs. Seeing the support especially from operators, we are however OK to add this, but in that case we propose to use a single, well defined metric for UL/DL and SUL (if agreed above). 

	Nokia
	Similar to HW we are not convinced on the benefit. But if a definition can be found so that the CU-CP can determine number of active UEs (e.g. based on existing E1 signalling), we can still be OK to add this on Xn. For X2, EN-DC may need specific discussion.

	ZTE
	We support active UEs via Xn/F1.
Definition of active UE refer to TS 38.314 “Mean number of Active UEs per cell” 
As defined in TS 38.314, the measurement is enforced in MAC/RLC, then gNB-DU provides the measurement result to gNB-CU in split architecture.
Receiving Node takes it into account when evaluate user plane usage.

	Samsung
	The same view as HW.

	CMCC
	We support number of active UEs on Xn/F1/X2.
Based on agreements in RAN2#109-e: ‘Number of active UE is measured per DRB per cell by network.’ The definition of Number of Active UE should be aligned with the definition by TS38.314.

	CATT
	We support number of active UEs on Xn/F1/X2.

	Ericsson
	We support the reporting from gNB-DU to gNB-CU of the Mean Number of Active UEs Per Cell, as defined in TS38.314, section 4.1.1.3.5

	Deutsche Telekom
	Support for reporting the number of active UEs on Xn/F1 with data structure according to R3-201894 and used in corresponding CRs (R3-201898, R3-201902, R3-201906).

	Vodafone
	Support for reporting the number of active UEs on X2/Xn/F1



Summary:
Options seems to be:
· No active UE reporting
· Reporting on Xn only (metric determined based on existing E1 signalling)
· Reporting on F1 only, based on TS38.314, section 4.1.1.3.5 (RLC/MAC)
· Reporting on F1 and Xn (same definition on both interfaces?)
· Reporting on F1, Xn and X2 (same definition on all interfaces?)

3.3 Load reporting per node or cell level or slice
3.3.1 Attempt for high-level agreement
X2, Xn, F1, E1: In which cases should load/capacity be reported per node, cell and/or slice level? Comments may include consideration on e.g. how reported information is used on different interfaces, whether there is need to support different deployment topologies, etc.
	Company
	Comment

	HW
	Per node: HW, F1 TNL
Per cell: Xn TNL, CAC, PRB, ...

	Nokia
	Per node: HW
Per cell: Backhaul (NG/S1) TNL, Fronthaul (F1) TNL, CAC, PRB, ...
Per cell per slice: TNL, Slice Available Capacity, Slice Radio Resource Status
Comment: Separate transport resources for fronthaul and backhaul is a common deployment choice which should be supported by separate reporting of fronthaul and backhaul TNL load.

	ZTE
	XNAP:  
per node : TNL,
Per cell:  TNL,CAC,PRB,RRC connection, inactive UEs ,Slice
F1AP:
Per node: HW
Per cell: TNL,CAC,PRB, inactive UEs ,Slice
E1AP:
Per node: HW,TNL,Slice
X2AP:
Per cell: PRB,CAC,TNL

	Samsung
	Per node: HW, TNL
Per cell:   CAC, PRB, …

	CMCC
	In our opinion, this question gives a whole picture of what we have/haven’t achieved till now on load metrics. But we need to focus on those open issues that are still controversial, e.g. per cell/per node TNL load, per slice radio resource status, etc.

For more information, it has been agreed to support:
1. Xn: per cell and per SSB area PRB usage; per cell, per SSB area and per slice CAC; per cell RRC Connections; 
2. F1: per cell and per SSB area PRB usage; per cell, per SSB area and per slice CAC;
3. X2: per cell and per SSB area PRB usage; per cell and per SSB area CAC.

If agreed, we can support:
Per cell Number of Active UEs on Xn, F1 and X2.


	CATT
	Per node: HW and TNL (both optional present if requested, i.e. whether to include them in addition to the per-node one depends on the node sending the RESOURCE STATUS UPDATE message.)
Per group of cells or per cell (both acceptable for us): HW and TNL (both optional present if requested as well).
Per cell: CAC, PRB, Active UE, RRC connections.


	Ericsson
	Here we focus only on the parameters still FFS
Xn/X2: 
We do not see the need to report HW Load (what is HW load in a node that could be split into multiple nodes…)
TNL Available Capacity: we suggest to express this parameter per cell, to enable an implementation to take the F1-U load into account. It should be noted that a source node needs to decide to which cell the UE should be handed over, hence a per cell granularity would help this decision. We do not se the need to express the NG-U capacity explicitly as there might be several CU-UPs hosted at target RAN node and it is up to the target to assign one CU-UP to the UE, i.e. there is no benefit at source in knowing NG-U capacity per CU-UP
Mean Number of Active UEs Per Cell, as defined in TS38.314, section 4.1.1.3.5: per cell

F1:
We do not see the need to report HW load 
TNL Available Capacity: per node
Mean Number of Active UEs Per Cell, as defined in TS38.314, section 4.1.1.3.5: per cell

E1: 
TNL Available Capacity: per node


	Deutsche Telekom
	CMCC already listed the agreements in their contributions above.
In addition we should have on all interfaces:
· Number of active UEs per cell.
· TNL and HW load information per node (at least on F1).



3.3.2 Attempt for detailed agreements (may be completed in second phase)
The following questions on load reporting per node / cell / slice level are marked FFS or raised in contributions to this meeting. 
X2AP: FFS whether NG TNL Capacity Indicator, Hardware Load/Capacity Indicator are reported per cell. 
Please provide your view on how to solve this FFS. For reporting of HW Load/Capacity Indicator see also discussion in section 3.6.
	Company
	Comment

	Ericsson
	As explained in 3.3.1, it is neither possible nor useful to provide a value of the NG-U TNL capacity. That is because there are potentially multiple CU-UPs in a RAN node. It is not useful because we should rather try to express a TNL capacity available at a cell, independently of interfaces, hence per NG-U or per F1-U is not important, it is important a single TNL capacity value per cell. HW capacity is not needed over X2

	Deutsche Telekom
	TNL capacities are usually shared between nodes or sites by multiplexing the data for different cells, so it does not make sense to break down the totally available TNL capacity on a cell level as there is no cell-based reservation in that sense. The only useful combination is to describe the offered TNL capacity for the node.
To break down the HW load on a cell level would require that a certain amount of totally available HW in a node is dedicated for a cell. That might be ok for some implementations, but the problem is the normalization procedure as e.g. in a virtualized environment additional resources can be added for cell-specific processing in case of high load. Therefore, a single cell HW load value does not provide a useful information without knowledge about current total load in the node caused also by other cells to recognize possible margins. Therefore, just a per-node HW load information makes sense.

	
	



XnAP: FFS wether NG TNL Capacity Indicator is reported per cell
Please provide your view on how to solve this FFS:
	Company
	Comment

	Ericsson
	 Same as X2

	Deutsche Telekom
	Same comment as for X2AP.

	
	



F1AP: FFS whether NG TNL Capacity Indicator is reported per cell
Please provide your view on how to solve this FFS:
	Company
	Comment

	Ericsson
	TNL capacity is reported per node, i.e. it is the same for all cells of a DU.

	Deutsche Telekom
	Same comment as for X2/XnAP.

	
	



F1AP: New proposal: Enhance reporting per slice to include TNL Capacity Load Indicator and Slice Radio Resource Status (see R3-201832).
Please provide your view:
	Company
	Comment

	Nokia
	It is important to include this information on the F1 interface, where it would help the CU-CP to anticipate on access control outcome in the gNB-DU and help align access control functionality (and speed) between split and non-split architecture.

	Huawei
	We are OK to add per slice reporting for more metrics 

	ZTE
	In current specification, Slicing is defined as implementation in RAN node. Therefore the  “Slice Capacity” IE is able to cover new introduced IEs. 

	Samsung
	Not necessary in Rel-16.

	Ericsson
	When we agreed to add per slice Available Capacity we also concluded that per slice PRB utilization is not feasible. So far there has been no explanation of how PRB utilization could be expressed per slice. Technically if we have already the per slice capacity we do not see the need of per slice resource utilization. 
Per slice TNL capacity has not been discussed from a technical point of view. There are no means identified on how to split transport traffic on a per slice basis. We should not agree to parameters for which there is no technical understanding ofn their meaning. For that we see per slice TNL capacity as not feasible 

	Deutsche Telekom
	Agree with the proposal to introduce the per-slice reporting of radio resource status. 
Slice specific TNL information (related to F1-U) would make sense if there is also slice control on the TN, means that also upper limits may be set within the shared transport medium for dedicated slices.



E1AP: FFS whether to provide measurements (TNL Available Capacity Indicator, HW Capacity Indicator) per slice.
Please provide your view on how to solve this FFS:
	Company
	Comment

	Ericsson
	We d not se the need to this. Remove the parameters

	Deutsche Telekom
	Slice specific TNL information (related to NG-U) would make sense if there is also slice control on the TN, means that also upper limits may be set within the shared transport medium for dedicated slices.
No preference for slice-specific HW load indication.

	
	



X2/Xn: Both split and non-split architecture are specified for NG-RAN. Please provide your view on whether to include load TNL load information for both backhaul (S1-U/NG-U) and fronthaul links (F1-U) reported separately (X2, Xn). 
	Company
	Comment

	HW
	We prefer not to have a separate signalling of fronthaul since this depends on the architecture of a neighbour node. Signaling two value brings no benefit. We prefer to send a single value including the limiting metric (backhaul or fronthaul)

	ZTE
	Since either backhaul or fronthaul bottleneck should be take into account in load balance, it seems necessary to reported TNL for backhaul and fronthaul separately.  

	CATT
	Separating them can be useful.

	Ericsson
	In line with Huawei. As explained above we think we shoud report a single TNL Capacity value, independent of fronthaul or backhaul. An implementation can choose which capacity to express in such IE (i.e. the minimum of the maximum values on each interface that may serve a UE)

	Deutsche Telekom
	Same view as ZTE.



3.4 Network sharing
Is network sharing supported for MLB as captured in current BL CRs? 
(Clarification of semantics for Radio Resource Status is proposed in R3-201833: "If NR access is shared, reported values are relative to maximum available resources configured by O&M.")
	Company
	Comment

	HW
	It is difficult to see how this sentence should work here -the spec says: “...indicates the usage of the PRBs … for all traffic in Downlink and Uplink”. Is the intention to report a higher usage (than the actual usage) reflecting that some resources are reserved for other operators? 

We think that other measurements (e.g. CAC) are better to use in case of network sharing. 

	Nokia
	In non-shared scenario it is assumed that 100% PRB usage corresponds to that all PRBs within the Transmission Bandwidth (signalled during Xn Setup) are used. However this is not the case in network sharing scenario, where each sharing operator typically could not fill up the entire transmission bandwidth.
Moreover, reporting of PRB usage differentiates between GBR and non-GBR and also reflects control plane (PDCCH). Such differentiation is not made for CAC, which therefore can't fully replace PRB. BTW, maybe we should also enhance CAC to differentiate between available capacity for GBR and non-GBR? 

	Samsung
	In case of RAN sharing and the resource are hard split, different cell IDs can be used to indicate the resource status. Seem the new sentence is not needed.

	CATT
	We prefer not to specify anything w.r.t. network sharing. Leaving it to implementation can also work well.

	Ericsson
	Same view as CATT

	Deutsche Telekom
	In principle the reporting of resources in case of NW sharing is similar to NW slicing if only dedicated (radio) resources are assigned to a slice (see also the comment to 3.5 Slice Capacity). We have a similar view as Samsung.  




3.5 Slice Capacity Value vs. Slice Available Capacity Value
F1AP: Which information is carried in the Slice Capacity Value IE? (There is a proposal to rename Slice Capacity Value into Slice Available Capacity Value in R3-201833 section 2.5).
	Company
	Comment

	HW
	Slight preference to keep the name

	Nokia
	Prefer to use Slice Available Capacity Value in order to avoid misinterpretation in the future.

	Samsung
	OK for the renaming

	LGE
	Prefer the renaming

	Ericsson
	Slight preference to keep the name

	Deutsche Telekom
	Prefer renaming, as it describes the available, not the used capacity.
Question to definition in R3-201833:
“The Slice Available Capacity IE indicates the amount of resources per network slice that are available relative to the total gNB-DU resources. The Slice Capacity Value IE can be weighted according to the ratio of cell capacity class values, if available.”
What does a value of 100 mean? 100% of all gNB-DU resources (cell-based?) are used for that slice or only 100% of the resources assigned to that slice? Similar to NW sharing a slice may be limited by e.g. a maximum amount of total PRBs.
Same issue is with the information in the Slice Radio Resource Status IE.



3.6 HW Capacity Indicator IE
What is the benefit of reporting of the HW Capacity Indicator on the different interfaces? How can the information be used in the receiving node? Comments should focus on X2/Xn/F1, where this IE is FFS.
	Company
	Comment

	HW
	In the legacy systems we had one measurement to capture the overall situation (CAC) and individual indicators for specific resources (PRB, TNL, HW). This principle should be followed also for NR. 

	Nokia
	OK to keep the legacy principle (PRB, TNL, HW).

	ZTE
	For HW in F1AP, the information of DU HW helps MLB function in CU.
For HW in X2/XN, it is hard for neighbor RAN node to understand HW capacity, especially for cloud based gNB.

	Samsung
	OK to keep the legacy principle (PRB, TNL, HW).

	CATT
	Agree to include it

	Ericsson
	Note that in general the legacy HW load concept is not inter vendor interoperable because it does not express a metric that can be quantified in the same way by all vendors. In NG RAN we should improve what we did in LTE, hence it seems a good time to remove non interoperable parameters.  
As stated above, HW capacity for Xn and X2 does not make sense considering cloud based and split deployments. 
We do not see the need for HW capacity over F1 either, although the problem of split architectures does not hold there.

	Deutsche Telekom
	We should follow the legacy principle as stated by others. Most relevant is the use of HW load on F1.



3.x other issues
Description…
	Company
	Comment

	CMCC
	In our contribution, we capture two remaining issues that we believe can easily be agreed in principle:
1. According to the BL CR of TS38.300, three basic functionalities has been adopted to support NR MLB, which are listed as follows,
· Load reporting
· Handover actions due to MLB
· Parameter adapting
     The text is still missing for ‘Handover actions due to MLB’, and we believe the LTE mechanism can be reused in NR, namely, the target cell should be able to distinguish the load balancing handovers from other handovers, in order to apply appropriate admission control. And a TP to 38300 is provided in [2].
2. We check the Cause value in the latest version as well as the BLCR of 38423, and find that the Cause value for Parameter adapting is still missing. Thus, we propose to add related Cause value for Parameter adapting in 38423, reuse LTE as baseline. A TP to 38423 is provided in [3].


	Deutsche Telekom
	Currently, a maximum value of 16 Gbit/s is stated in proposals for the DL/UL TNL Offered Capacity. Typically, operators have steps of 1, 10, 25, 40, 100, … Gbit/s in the transport according to Gigabit Ethernet capacities, so we would prefer to use a value of at least 25 Gbit/s in the corresponding IE description.

	
	



4	Conclusion, Recommendations [if needed]
If needed
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