[bookmark: _Ref452454252]3GPP TSG-RAN WG3 Meeting #107bis-e	R3-201833
[bookmark: _Hlk490060723]E-meeting, 20 – 30 April, 2020


Agenda item:	10.2.2.1
Source:	Nokia, Nokia Shanghai Bell
Title:	Clarifications and handling of open points on load reporting metric
Document for:	Discussion and Decision
1	Introduction
While some aspects of Rel-16 load reporting seem to reach stability, some open points remain. We here discuss how to solve these open points.
2	Discussion
In the following sections we propose handling of remaining FFSs and some other open points.

2.1	Issues relative to Radio Resource Status (F1, Xn, X2)
FFS was removed for radio load reporting metric (Radio Resource Status IE) at RAN3#107-e for all interfaces except for X2 (maybe an oversight). The contained information is relative values (percentage), with following general semantics: "The Radio Resource Status IE indicates the usage of the PRBs per cell and per SSB area for all traffic in Downlink and Uplink"

The load metric and semantics are derived from the LTE definition, where the physical cell coincided with the logical cell, and it was common understanding that e.g. a cell reporting 50% DL GBR PRB usage and 50% DL non-GBR PRB usage, occupied 100% of PRBs available in the reported Transmission Bandwidth (up to 110 PRBs).   

Similarly in NR a number of available resource blocks (NRB) is signalled on F1, Xn and X2 interfaces (NR Transmission Bandwidth) per logical cell / logical interface. The provided reference is TS 38.104, so it seems clear that the signalled transmission bandwidth corresponds to the physical cell.

In LTE, the physical cell coincides with the logical cell, and there load reporting per PLMN in case of network sharing is not supported. The logical NG-RAN architecture, as well as E-UTRAN using EN-DC, make this situation different: Load reporting will be intrinsically done over a logical interface, connecting logical NG-RAN nodes. It therefore seems needed that the max considered number of PRBs is not the NRB value signalled in the NR Transmission Bandwidth IE, but the number of PRBs available for the subset of PLMNs .

We therefore propose to update the semantics as follows:

[bookmark: _Hlk37170405]"The Radio Resource Status IE indicates the usage of the PRBs per cell and per SSB area for all traffic in Downlink and Uplink. If NR access is shared, reported values are relative to maximum available resources configured by O&M."

Proposal 1: Clarify PRB reporting in case of network sharing (TP provided) in F1, Xn and X2 BL CRs.

2.2	Number of Active UEs (F1, Xn, X2)
While information on the number of  RRC Connections (absolute and relative values) is already agreed for X2 and Xn, a metric indicating Number of Active UEs is currently included as FFS in F1/Xn/X2 BL CRs. The proposed metric is an absolute value of connected UEs of type INTEGER (1..65536,...).

We believe that the initial assumption by proponents for this metric was to provide an indication of active UEs based on TS 38.314. This specification (available version is 0.0.5) describes 8 different measurements all based on observations of buffered data. RLC and MAC buffers are considered for all the measurements, and PDCP buffer is additionally considered for some. E.g. sampling data N for "Max number of Active UEs in the DL per DRB per cell" (clause 4.1.1.3.2): 

"Number of UEs for which there is buffered data for the DL in MAC, RLC or PDCP protocol layers for a Data Radio Bearer of traffic class at sampling occasion.
In RLC and MAC layers, buffered data corresponds to data available for transmission according to the definitions in TS 38.322 and TS 38.321.
Buffered data includes data for which HARQ transmission has not yet terminated."

If buffered data information for PDCP, RLC and MAC (including HARQ transmissions) need to be considered, reporting on both F1 and E1 would be required and some mechanism needed for synchronisation of the information coming from the respective interfaces.

However, we would like to point out that the CU-CP already has information about active UEs as per Rel-15 mechanisms and signalling. E1 signalling relative to UE inactivity status, together with awareness of number of UE contexts (and DRBs) in the CU-UP, probably already provides any needed information about active UEs. While this information maybe not follows the exact definition from TS 38.314, we believe it can fulfil the expected purpose. Based on that we propose to remove the Number of Active UEs metric from the F1AP baseline CRs.

Proposal 2: Remove the Number of Active UEs metric from the F1AP baseline CR.

On X2 and Xn interfaces the situation may be slightly different, but also here benefit of the metric may need further discussion. TNL load and PRB usage status is already agreed to be reported on these interfaces, but explicit reporting enabling the peer node to have a view on number of active UEs is not yet enabled. We believe that continued discussion on X2 and Xn should include an option similar to absolute and relative values as agreed for number of RRC connected users. This could be exemplified as follows:

[bookmark: OLE_LINK15][bookmark: OLE_LINK16]9.2.2.xx        Active Users
The Active Users IE indicates the overall status of number of active users per cell. [Definition of number of active users per cell to be based on information available in the CU-CP. Details are FFS.]
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Number of Active Users
	M
	
	INTEGER (1..65536,...)
	
	-
	

	Available Active Users Capacity Value
	M
	
	INTEGER (0..100,...)
	Value 0 shall indicate no available capacity, and 100 shall indicate maximum available capacity with respect to the whole cell. Capacity Value should be measured on a linear scale.
	-
	




Proposal 3: RAN3 to further discuss metric for Number of Active Users (absolute and relative value) for X2 and Xn.


2.3	TNL Load Indicator (F1, E1, Xn, X2)
At RAN3#107-e, only FFS relative to TNL load reporting per cell was kept, but there was not time for a discussion leading to a fully working solution that can e.g. identify transport-related bottle-necks in peer nodes in different scenarios like handover or establishment of dual connectivity. We therefore re-iterate our discussion and proposals on these points. 

In regard to whether to report both fronthaul and backhaul, or only a single value: During the discussion, it was suggested that only one value should be provided to the peer node via X2/Xn interfaces, and that it should refer to the minimum of the load experienced in either the fronthaul (F1) or the backhaul (S1/NG) for a given report. However, we believe this is misleading, given that choosing the minimum value will not provide the necessary information to the peer node to take a correct decision. Likewise, a similar issue will occur if the maximum value is reported. Take the following single example assuming single cell per DU, and all DUs serving the same area (e.g., one DU per frequency band).

gNB
· DU1 90% load reported (F1 load)
· DU2 90% load reported (F1 load)
· DU3 20% load reported (F1 load)
· DU4 20% load reported (F1 load)
· CU-UP1 10% load reported (NG load)
· CU-UP2 10% load reported (NG load)

Already with this simple example, we can notice that taking the minimum value will not satisfy the needs of the peer node (MN or Source gNB) in order to determine whether a cell in the gNB is suitable e.g., for a handover, or to start Dual Connectivity operation. If the minimum value would be taken, then all of the cells will appear to the peer node as if they have only 10% load, which is incorrect, and quickly this situation could end up in overloading DU1 and DU2, as they keep being selected despite already being in high load condition in their transport resources. In such case, the MN or Source gNB may incorrectly be led to assume that the cell has enough TNL resources for the incoming UE. However, the fronthaul link may be already congested towards the selected cell and lead to poor performance or a rejection.

Another different alternative is to consider whether with the introduction of disaggregated architecture, the right measure should be to report the fronthaul only rather than the backhaul metric (as it already exists in LTE over X2). However, we consider that the reports and meaning of the metrics reported should be applicable to any architecture and not convey a different meaning depending on whether the gNB had a fronthaul split or not. Therefore, given that both fronthaul (F1-U) and backhaul (S1-U/NG-U) can be a potential bottleneck, it is most appropriate to report both towards the external peer. Furthermore, with the introduction of W1 interface in Release 16, the same inconsistency on the reports will exist also for ng-eNB nodes with higher layer functional split, which further supports this differentiation.

Proposal 4: The TNL load reports toward an external peer over X2/Xn shall include both backhaul (S1-U/NG-U) and fronthaul links (F1-U) reported separately.

In regard to whether to report per node or per cell: At last meeting it was debated that transport resources will be shared on a per node basis, e.g., same transport board/link would be used for a whole DU and all of its cells. While this assumption is possible, there may be different implementations in which the transport resources (e.g., a transport board) serves only some of the cells within the same DU. This is even more likely in large configurations in which a single DU hosts many cells. Therefore, enforcing a limitation in which a single value is provided as TNL Load over F1 is also misleading, given that it will be representative only of some of the cells. Consider the following simple example.

DU1 hosting 24 cells in 3 sectors
· Sector 1 cells 11, 21, 31, 41, 51, 61, 71, 81 handled with transport board/link TNL1 (TNL1 load 90%)
· Sector 2 cells 12, 22, 32, 42, 52, 62, 72, 82 handled with transport board/link TNL2 (TNL2 load 30%)
· Sector 1 cells 13, 23, 33, 43, 53, 63, 73, 83 handled with transport board/link TNL3 (TNL3 load 10%)

As it can be noticed in the above simple scenario, neither reporting only the minimum nor the maximum value is appropriate, given that it is not representative of multiple other cells hosted by the same DU. Therefore, the granularity of the TNL reports (except for E1) should be on a per cell basis and not per node. 

Proposal 5: The TNL load reports over F1/X2/Xn shall be provided on a per cell level.

Furthermore, for E1, TNL Load should be determined on a per slice level, in order for the neighboring node (e.g., Source gNB, or MN) to identify whether the available CU-UPs in the target gNB have sufficient transport resources available for handling the incoming slice.
Proposal 6: The TNL load reports over E1 shall be provided on a per slice level.

2.4	HW Load Indicator (F1, E1, Xn, X2)
The HW Load Indicator is included in F1/E1/Xn/X2 BL CRs. We believe this information should be prioritized on E1 and F1 interfaces, where it would help the CU-CP to anticipate on access control outcome in the CU-UP and the gNB-DU and help align access control functionality (and speed) in split and non-split architecture. The HW Load Indicator seems less essential on Xn and X2 interfaces.


Proposal 7: Confirm the HW Load Indicator on the E1AP and F1AP BL CRs (remove associated FFSs).

Proposal 8: Remove the HW Load Indicator from the X2AP and XnAP BL CRs.

 
2.5	F1 specific issues
Renaming of Slice Capacity Value to Slice Available Capacity Value
- the current naming Slice Capacity Value was chosen to differentiate from the legacy Capacity Value expressing composite available capacity at cell level. However simply adding "Slice" seems slightly misleading, in the sense that it might be understood that the IE conveys slice capacity, and not slice available capacity. We therefore propose to name this IE "Slice Available Capacity Value".


Proposal 9: Rename Slice Capacity Value to Slice Available Capacity Value.

2.6	E1 specific issues
Reporting per slice (TNL Available Capacity Indicator, HW Capacity Indicator) is currently FFS in the E1AP BL CR. However, for anticipation of access control, it is crucial for the CU-CP to receive this load information per slice.

Proposal 10: Confirm reporting per slice in the E1AP CR (remove FFSs).

3	Conclusion
We have made the following proposals:
Proposal 1: Clarify PRB reporting in case of network sharing (TP provided) in F1, Xn and X2 BL CRs.
Proposal 2: Remove the Number of Active UEs metric from the F1AP baseline CR.
Proposal 3: RAN3 to further discuss metric for Number of Active Users (absolute and relative value) for X2 and Xn.
Proposal 4: The TNL load reports toward an external peer over X2/Xn shall include both backhaul (S1-U/NG-U) and fronthaul links (F1-U) reported separately.
Proposal 5: The TNL load reports over F1/X2/Xn shall be provided on a per cell level.
Proposal 6: The TNL load reports over E1 shall be provided on a per slice level.
Proposal 7: Confirm the HW Load Indicator on the E1AP and F1AP BL CRs (remove associated FFSs).
Proposal 8: Remove the HW Load Indicator from the X2AP and XnAP BL CRs.
Proposal 9: Rename Slice Capacity Value to Slice Available Capacity Value.
Proposal 10: Confirm reporting per slice in the E1AP CR (remove FFSs).
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We have submitted associated TPs to this meeting in [1-4]. 
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