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1. Introduction
This document includes CB discussion #75 with the goal to establish a pCR to TR 38.874 which holds a consolidated table for IAB architecture comparisons.
CB: # 75_IAB_Arch_groups_comparison

-  consolidate comparison table

- ensure all agreeable criteria are captured

- no need to downselect at this stage

- merge from all TPs if agreeable

- do not capture “conclusions”

(QC)

R3-186209 IAB Architecture Groups Comparison pCR to TR
2. Discussion
The following contributions have been considered for the consolidated comparison table:
	R3-185684
	IAB solution down-selection criteria (Intel Corporation)
	TP with comparison table holding KPIs but not comparisons

	R3-185463
	Discussion on further downselection of remaining IAB architecture options (Samsung R&D Institute UK)
	No TP

	R3-185829
	TP to TR 38.874: Way Forward on CU-DU Separation (Ericsson, AT&T, KDDI)
	TP with comparison between arch group 1 and arch group 2

	R3-185693
	IAB Architecture comparison (Nokia, Nokia Shanghai Bell)
	TP with comparison between arch 1a (1:1 bearer mapping), arch 1a (N:1 bearer mapping), arch 1b, arch 2a

	R3-186022
	Comparison with proposed IAB architectures (LG Electronics Inc.)
	No TP

	R3-185520
	Comparison of IAB architecture groups (Qualcomm Incorporated)
	TP with comparison between arch group 1 and arch group 2

	R3-185535
	Comparison of IAB architecture group 1 and architecture group 2 (ZTE Corporation)
	TP with comparison between arch group 1 and arch group 2

	R3-185521
	Comparison of IAB architectures 1a and 1b (Qualcomm Incorporated)
	TP with comparison between arch 1a and arch 2a

	R3-185534
	Comparison of architecture 1a and 1b (ZTE Corporation)
	TP with comparison between arch 1a and arch 2a


The following approach was applied to consolidate the tables of the TPs in these contributions:
· There is only one consolidated comparison table, which compares architectures 1a, 1b and 2a

· When KPIs apply to multiple architectures, e.g. 1a and 1b, the cells of the corresponding architectures are merged.
· KPIs provided for sub-classification of arch 1a (Nokia) are combined into the columns for arch 1a.
· When comparisons for a KPI metric is provided by multiple TPs, attempt is made to merge them into one row.

· Rows are grouped by “classifier”.

· It was attempted to use KPIs proposed by Intel when there were comparisons provided for them in the TPs.

· When companies disagreed on the assessment of a comparison specific KPI, the comparison of this KPI was removed from the table.

· Comparisons are only captured in the consolidated table when the KPIs are sufficiently well motivated!

Example where this is not the case: 

	Classification
	KPI 
	Architecture 1a
	Architecture 1b
	Architecture 2a

	Performance
	Throughput
	bad
	good
	bad


Comments/feedback/changes:
· Row on routing removed based on KDDI’s request.
· Added note that per-UE-bearer QoS support for 1b and 2a has not been studied to address concern by ZTE.
· Split topology, route, and resource management into separate rows based on suggestion by ZTE.

· Multiple changes based on proposals by Nokia. In particular, removed many “higher”/”lower” indicators.

Text Proposal
<<TP start>>
10.x
Comparison of IAB architectures 

The following table compares architectures 1a, 1b and 2a.

Table 10.x-1: Comparison among IAB architectures
	Classification
	KPI 
	Architecture 1a
	Architecture 1b
	Architecture 2a

	Functionality
	Backhaul transport
	Over RLC channel
	Over PDU session

	Functionality
	Security
	End to end security between UE and donor CU node
	Hop by hop security in each access link and backhaul link

	Functionality
	Termination of UE’s NG-U tunnel
	At donor CU 
	At UE’s serving IAB node

	Functionality
	Termination of UE’s NG-C connection
	At donor CU
	At UE’s serving IAB node

	Specification
	Specification for topology discovery
	Can leverage centralized control via CU-CP and existing signalling protocols RRC and F1-AP.


	Uses low complexity distributed protocol and RRC for message transport 

	Specification
	Specification topology management
	Can leverage centralized control via CU-CP and existing signalling protocols RRC and F1-AP.


	Has not been studied 

	Specification
	Specification for route management
	Same as for topology management above

	Has not been studied 

	Specification
	Specification for resource management to address half-duplexing constraint, inter-link interference across topology
	Same as for topology management above

	Has not been studied 

	Specification
	Core network specification
	Lower

No CN specification needed for UPF/GW.
	Minimally higher

CN specification needed for UPF/GW support on IAB-donor and IAB-node.

	Specification
	RAN specification 
	Needed
Modification of protocol layers for L2 transport
	Not needed

	Specification 
	Standards Areas Impacted
	Mostly RAN
	RAN and also NGC/EPC due to need of UPF/GW

	Deployment


	Conversion of IAB-node to wired node
	IAB-nodes can easily be upgraded to wireline DUs or IAB-donor DUs by providing a wireline connection since the CU is already centralized.
	When IAB-nodes are upgraded to IAB-donor-DUs, the CU-part and UPF-part may have to be removed and centralized in case split-architecture is desired.
This may be done by SW update.  

	Deployment
	CP scalability with the number of IAB nodes
	Lower
Donor CU-CP is responsible for the RRC connection and DRB management of all the UEs served by the donor DU as well as downstream IAB nodes. So, donor CU-CP may become bottleneck with more IAB nodes aggregated.

.
	Higher

Each IAB node manages the RRC connection and DRBs of its own access UE. Donor IAB node is only responsible for the RRC connection and DRB management of directly connected UEs.

	Deployment
	Transport of LTE access & non-3GPP access
	Supported

Over PDU session to UPF, which needs to be deployed
	Supported

Over PDU session to UPF on donor
	Supported 

Over PDU session to UPF on parent IAB-node

	Deployment
	Compliance with DU/CU deployments
	Supported for IAB-node and donor
	Supported for donor

	Complexity
	Number of termination points of gNB external interfaces in IAB node
(F1, N2/3, Xn, etc.)
	Lower

Only one F1 to donor
	Higher 
N2/3 and Xn to surrounding IAB-nodes

	Complexity
	Need for packet forwarding at handover to/from IAB node
	Not needed for intra-CU handover, only needed for inter-CU handover
	Needed for every handover since each IAB-node holds a CU

	Complexity
	Functions supported in IAB node
	MT + DU
	MT + DU + CU + UPF

	Security
	Vulnerability of IAB-nodes to security attacks (e.g. due to tampering with node) 
	UE security is not terminated at IAB-node
	UE security is terminated at IAB-node

	Processing 
	Packet processing in intermediate IAB-nodes
	Lower

No BH PDCP processing
	Higher

BH PDCP has to be processed on every BH interface

	Processing
	Core network signalling during topology adaptation
	Lower

No UPF or GW has to be configured on IAB-donor or IAB-node.
	Slightly higher 
For inter-CU topology adaption, UPF or GW has to be configured on IAB-donor for topology adaptation
	Higher 
For any topology adaption, establishing new BH link, UPF or GW has to be configured on IAB-donor for topology adaptation

	Performance
	CN signaling overhead due to UE mobility
	Lower

No CN signaling for intra-donor CU node mobility
 
	Higher

CN signaling for intra-donor mobility

	Performance
	Protocol overhead
	BH link contains PHY-MAC-RLC (potentially also IP-UDP-GTP-U)
	BH connection contains MAC-RLC-PDCP-SDAP-IP-UDP-GTP-U

	Performance
	QoS
	Per-UE-bearer QoS supported on backhaul
	QoS only supported per QoS profile on backhaul

Per-UE-bearer QoS has not been studied
 

	Performance
	Core network signalling overhead
	Only during IAB-node integration and inter-CU RLF recovery.
	Also, during every topology adaptation procedure that establishes or releases a BH link.

	Performance
	RRC latency
	Higher

Multi-hop to donor
	Lower

Single hop to parent 

	Performance
	Packet processing overhead
	Smaller 

since there is no PDCP/SDAP stack to be processed for backhauling.
	Slightly higher 

since PDCP/SDAP stack needs to be processed for backhauling on access IAB-node and IAB-donor.
	Higher 

since PDCP/SDAP stack needs to be processed for backhauling on each hop.


<<TP end>>
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