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1.  Introduction
[bookmark: _Hlk510791267][bookmark: _GoBack]The paper R3-186044 submitted to RAN3#101bis presents the reasons why inclusion of slicing information in NGAP Paging messages should be avoided. One of the arguments presented is that the proposed approach is not only harmful, but also that already today there exist mechanisms to tackle CP congestion in the RAN. This paper discusses these existing mechanisms in more detail.
2.  Discussion
The proposal to tackle the RAN CP overload by discarding NGAP Paging messages based on slicing information is faulty in at least three ways. As discussed in R3-186044, the fundamental assumption of the above approach is that CP resources are per slice, which is, from the specification point of view, controversial. Any solutions that allocate signaling resources to individual slices should be up to implementation and do not belong in 3GPP technical specifications. Furthermore, discarding NGAP Paging messages based on slicing information not only introduces unnecessary complexity, but it may also cause even more overload, as well as ambiguity in NGAP Paging message handling (see R3-186044 for details). 
Another argument against the above approach is the fact that, there already exist mechanisms to tackle CP congestion in the RAN, as shown in Figure 1. Based on the severity and location of the congestion, this problem can be addressed at different levels, e.g. by rejecting or releasing connections, applying Unified Access Control (UAC), or by moving UEs to other resources (up to implementation).
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Figure 1: Access and Congestion control mechanisms

Possible bottlenecks in the RAN CP resources and the corresponding methods for tackling CP congestion are discussed below.
Congestion in control channel resources – an example of this scenario is the one where there is a high activity on RACH, where the number of users awaiting scheduling exceeds the number of users that can be admitted. PDCCH resources are congested by random access response (RAR) messages, so that the entire random access procedure fails. This type of CP congestion is controllable by 5QI-based scheduling.
Congestion in random access channel (RACH) resources – in this scenario, there are so many access attempts on the RACH that preambles cannot be detected anymore. This type of CP resource congestion may be handled by adjusting random access backoff parameters. Namely, by setting the content of the RAR message, the network may allow access to some of the UEs and push the other UEs into longer backoff.
UE release/reject – if the RAN CP is overloaded, but there still exist sufficient resources to process RRC connection requests, the RAN CP overload can be handled by UE release or rejection. RRC connection release is executed to alleviate the congestion in the RAN by releasing already established RRC connections. Meanwhile, RRC rejection may be applied on an UE executing initial access, after the UE has successfully completed the random access procedure and has sent an RRC connection request (i.e. at Msg3). 
Severe and uncontrollable congestion – in this extreme case, RACH overload and CP overload in the RAN are at a level which cannot be reduced by adjusting random backoff parameters and /or scheduling, and processing RRC connection requests is not possible. Only in this case an adequate measure is to prevent the UEs from even attempting to establish a connection. This is accomplished buy an existing solution, i.e. the UAC, which is the most drastic measure in the congestion-prevention toolset. The UAC affects UEs in idle mode, targeting mobile-originated traffic, which constitutes the majority (>60%) of UE traffic. UAC does not consume any resources due to the fact that UEs learn from system information that UAC has been activated, and therefore refrain from even trying to establish RRC connections to the network.
UAC is the last resort and should be invoked only if all other means are exhausted. The proposal to intervene as early as at the paging stage (by discarding paging messages based on slicing information) indicates that the proponents had in mind a case of severe congestion, where the RAN cannot even handle random access. The natural measure to take, i.e. to prevent the UEs from even attempting connection establishment, is exactly what the UAC provides. 
From the above discussion it is obvious that, from the standardization point of view, the tools to combat CP overload in the RAN are already specified and that the paging filtering proposal is redundant. It should also not be forgotten that the paging filtering concept is based on the assumption that the CP resources in the RAN are slice-specific, which is controversial, at least from the specification point of view. Any solutions that allocate signaling resources to individual slices should be up to implementation and do not belong in 3GPP technical specifications. Finally, as shown in R3-186044, paging filtering based on slicing information may have negative consequences.
Conclusion: The proposal to tackle the RAN CP overload by NGAP Paging message slicing-based filtering is redundant, since there already exist mechanisms for tackling different levels of CP overload in RAN. In addition, as discussed in R3-186044, this approach is based on an assumption that is, at least from the specification point of view, controversial, and comes at the price of additional complexity.

Based on the above argumentation, the following is proposed:
Proposal: RAN3 to send LS reply to SA2 stating that the RAN would not benefit from receiving the Allowed NSSAI or S-NSSAI in NGAP Paging messages (draft LS reply is presented in R3-186046).
3. Conclusion
This paper shows that there already exist mechanisms to tackle CP resource congestion in the RAN. It is therefore concluded that the concept of discarding NGAP Paging messages based on slicing information is redundant and only introduces additional unnecessary complexity:
Conclusion: The proposal to tackle the RAN CP overload by NGAP Paging message slicing-based filtering is redundant, since there already exist mechanisms for tackling different levels of CP overload in RAN. In addition, as discussed in R3-186044, this approach is based on an incorrect assumption and comes at the price of additional complexity.
Based on the above, the following is proposed:
Proposal: RAN3 to send LS reply to SA2 stating that the RAN would not benefit from receiving the Allowed NSSAI or S-NSSAI in NGAP Paging messages (draft LS reply is presented in R3-186046).
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