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Introduction
As part of the Study Item on Integrated Access and Backhaul for NR [1], 3GPP has agreed to identify and evaluate potential solutions to meet various requirements and aspects associated with the efficient operation of integrated access and wireless backhaul for NR [1]. For L2-based relaying, it has been agreed to study hop-by-hop and end-to-end RLC ARQ [2]. In the discussion between architectures that use hop-by-hop vs. end-to-end RLC ARQ, some contributions have raised a point that hop-by-hop RLC ARQ cannot deliver lossless data transfer [3][4]. 
In this contribution we explain that there is no reason hop-by-hop RLC ARQ cannot deliver lossless data transfer. We provide an uplink data delivery example to show that lossless data transfer can be accomplished with route changes involving an intermediate node even after PDCP PDUs have been acknowledged at the UE by the RLC layer on the access link to the first IAB node. 
Lossless Data Transfer with Hop-by-hop RLC ARQ
Consider a multi-hop IAB relay architecture, where a UE accesses a serving IAB node, which then connects via IAB links to other IAB nodes to reach the IAB donor. Such an architecture is shown in Figure 1. Furthermore, consider RLC ARQ operation in hop-by-hop mode with an adaptation layer above the RLC layer as shown in Figure 2. 
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Figure 1. Multi-hop IAB relay architecture
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Figure 2: Example user plane protocol stack with hop-by-hop RLC ARQ
Consider the case where a UE is trying to transmit data on the uplink to the network. In this case, when PDCP PDUs are acknowledged by the RLC layer on the UE’s access link to the IAB node (IAB node 1 in above figures), the PDCP layer at the UE may discard the acknowledged PDUs. Moreover, consider that there is an IAB link failure (for example, due to blockage) in one of the IAB links related to an intermediate IAB node before those acknowledged PDCP PDUs have successfully reached the IAB Donor node. In such a case, it has been argued that there is no way to guarantee lossless data transfer because for the PDCP PDUs that have already been acknowledged and discarded at the UE’s PDCP, there is no way to recover them for transmission over a newly established route. 
The UE is unaware of the network architecture. Hence, from a UE’s perspective it does not matter whether the UE’s access link is to an IAB node or to an IAB donor or to a regular non-IAB gNB-DU. Once a PDCP PDU is successfully transmitted from the UE to the network, it should be the network’s responsibility to get it where it needs to. For example, in a non-IAB NR network with a split CU-DU architecture, when a PDCP PDU is successfully transmitted from the UE to the gNB-DU, it becomes the gNB-DU’s responsibility to successfully transmit it from the gNB-DU to the gNB-CU over the F1-U interface. Similarly, for an IAB architecture, the protocol stack can be designed to ensure that PDCP PDUs that are successfully received at the access IAB node are transferred successfully through the relay network to the IAB donor without loss of data in the event of a route change. 
When there is a route change, there are two possible scenarios as follows:
1. A route change causes a change in the access IAB node – this is a mobility scenario for the UE as there is a change in the access link. Lossless data transfer in this case is based on normal lossless mobility procedures already defined for NR. 
2. A route change causes a change in an intermediate IAB node – this is the case of interest discussed in the following section in this paper.

Note that for sake of simplicity we do not discuss the scenario where a route change causes a change in the IAB Donor or CU. These scenarios could either fall under scenario 2 above or under a mobility scenario.  

 Lossless data transfer when a route change causes a change in an intermediate IAB node
For the sake of discussion let’s look at a scenario shown in Figure 3 below where a route change involves a change in an intermediate IAB node. In the given example, due to a link failure related to IAB Node 2, the old route [UE -> IAB Node 1 -> IAB Node 2 -> IAB Donor] is changed to [UE -> IAB Node 1 -> IAB Node 3 -> IAB Donor]. There are two cases here that need to be considered:
· Case 1: IAB link failure is at the last unchanged IAB node in the new route
· In the given example this corresponds to a link failure of the IAB link from IAB Node 1 to IAB Node 2 
· Case 2: IAB link failure is at an IAB node further from the last unchanged IAB node in the new route
· In the given example this corresponds to a link failure of the IAB link from IAB Node 2 to the IAB Donor node
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Figure 3: Route change involving a change in intermediate IAB node
Note that in the given example, IAB Node 1 is the last unchanged IAB node in the new route. This last unchanged IAB node in the new route plays a critical role in ensuring that there is no loss of data at a route change.  
In this scenario, when RLC ARQ operates on a hop-by-hop basis, it is possible that PDCP PDUs transmitted by the UE to IAB Node 1 are successfully Acked by IAB Node 1, but some of those PDCP PDUs may not have made it all the way to the IAB Donor node at the time of route change. There are two possibilities here according to whether it is a Case 1 or Case 2 situation from above. We will discuss solutions for Case 1 and Case 2 separately.
To achieve lossless data transfer at a route change involving an intermediate IAB node, both above cases need to be handled in such a way that no data is lost. It is certainly possible to design the IAB network, and specifically the Adaptation Layer to be able to address both above cases. This is discussed further below.
Case 1: IAB link failure is at the last unchanged IAB node in the new route
When it is Case 1, some PDCP PDUs could still be pending transmission/retransmission from IAB Node 1 to IAB Node 2 or may not have been ACKed by IAB Node 2 to IAB Node 1. Moreover, when the route change is triggered, the RLC corresponding to the IAB link between IAB Node 1 to IAB Node 2 is reset, and a new RLC is instantiated corresponding to the IAB link between the IAB Node 1 to IAB Node 3. So, the potential loss of data that has been argued about happens when the RLC corresponding to IAB link between IAB Node 1 to IAB Node 2 is reset and all PDCP PDUs that are pending transmission or retransmission or that have not yet been ACKed by IAB Node 2 are lost. 
There is a relatively straightforward solution to this problem. 
· Before resetting the RLC for the old IAB link, the unacknowledged and unsent PDCP PDUs from the old RLC can be copied. 
· After establishing the new RLC instance for the new IAB link to the new IAB node for the new route, the new RLC instance can be populated with the copied PDCP PDUs from the old RLC instance. 
· The copied PDCP PDUs can be transmitted by the new RLC before any PDCP PDUs that are received from the incoming IAB link. Note that since the RLC is allowed to delivery out of order PDUs to the PDCP any loss of order in the above process is not an issue. 

The above actions can be facilitated by the adaptation layer. Since the last unchanged IAB node in a route may have all the information needed to retransmit the unacknowledged or untransmitted PDCP PDUs, it can internally take the above actions to perform lossless data recovery. This somewhat depends upon the routing design of the IAB network, which is still FFS. In case each IAB node is provided the full route information, the last unchanged IAB node has all the information about the new and old IAB routes to take the above actions to ensure lossless data transfer for Case 1. However, in case the full route information is not provided to all IAB nodes, the last unchanged IAB node may need to be provided some additional information via control signalling to execute the above actions to ensure lossless data transfer.  
Observation 1: When the IAB link failure is at the last unchanged IAB node in the new route, lossless data transfer upon route change can be accomplished with hop-by-hop RLC ARQ - e.g. by (re)transmission of unacknowledged and unsent PDCP PDUs upon RLC reset at the last unchanged IAB node in the new route. 
Case 2: IAB link failure is at an IAB node further from the last unchanged IAB node in the new route
When it is Case 2, for the PDCP PDUs that are successfully ACKed by IAB Node 2 to IAB Node 1, there could be a subset of such PDCP PDUs that could still be pending transmission/retransmission from IAB Node 2 to the IAB Donor DU or they may not have been ACKed by IAB Donor DU to IAB Node 2. In Case 2, the last unchanged IAB node in the new route (IAB Node 1, in our example) does not have information related to the pending or unACKed PDCP PDUs at an IAB node deeper into the old route (e.g. IAB Node 2, in this example). Hence, lossless data transfer requires some inter-node communication. 
The solution to this problem is similar to a solution that was developed for fast centralized retransmission of PDCP PDUs [5]. In this solution, when there is a link failure related to a gNB-DU, the gNB-DU sends information regarding all pending or unacknowledged PDCP PDUs to the gNB-CU via the DL DATA DELIVERY STATUS PDU with a Cause Value indicating RADIO LINK OUTAGE. 
In the case of Case 2, a similar data delivery status message can be provided by the adaptation layer from IAB Node 2 to IAB Node 1 to indicate pending or unacknowledged PDCP PDUs so that IAB Node 1 can then populate the new RLC with such PDCP PDUs for transmission over the new route. In order for the IAB Node 1 to be able to do this, it is also necessary that the IAB node should not immediately discard PDCP PDUs after they have been acknowledged by the peer RLC entity. The above can be facilitated by the design of the adaptation layer so that the RLC specifications are not impacted. 
Note that since the RLC is allowed to deliver out of order PDUs to the PDCP, any latency and corresponding loss of order caused due to getting a data delivery status message should not cause any issues.
Observation 2: When the IAB link failure is deeper into the old route from the last unchanged IAB node in the new route, lossless data transfer upon route change can also be accomplished with hop-by-hop RLC ARQ - e.g. by exchange of information about unacknowledged and unsent PDCP PDUs from the IAB node experiencing link failure in the old route to the last unchanged IAB node in the new route.
Proposal 1: IAB design aspects described in this paper should be considered in the design of IAB-related specification work.
Proposal 2: The following text should be captured in section 8.2.3 of TR 38.874 related to multi-hop RLC ARQ: “Lossless data transfer at route change can be achieved with hop-by-hop RLC ARQ via retransmission of unacknowledged and unsent PDCP PDUs by the last unchanged node in the new route, with information from other IAB nodes in the old route as needed”.
Conclusion
In this contribution, we discussed there is no reason hop-by-hop RLC ARQ cannot deliver lossless data transfer. We provided an uplink data delivery example to show that lossless data transfer can be accomplished with route changes involving an intermediate node even after PDCP PDUs have been acknowledged at the UE by the RLC layer on the access link to the first IAB node. The following observations and proposals were made:
Observation 1: When the IAB link failure is at the last unchanged IAB node in the new route, lossless data transfer upon route change can be accomplished with hop-by-hop RLC ARQ - e.g. by (re)transmission of unacknowledged and unsent PDCP PDUs upon RLC reset at the last unchanged IAB node in the new route. 
Observation 2: When the IAB link failure is deeper into the old route from the last unchanged IAB node in the new route, lossless data transfer upon route change can also be accomplished with hop-by-hop RLC ARQ - e.g. by exchange of information about unacknowledged and unsent PDCP PDUs from the IAB node experiencing link failure in the old route to the last unchanged IAB node in the new route.
Proposal 1: IAB design aspects described in this paper should be considered in the design of IAB-related specification work.
Proposal 2: The following text should be captured in section 8.2.3 of TR 38.874 related to multi-hop RLC ARQ: “Lossless data transfer at route change can be achieved with hop-by-hop RLC ARQ via retransmission of unacknowledged and unsent PDCP PDUs by the last unchanged node in the new route, with information from other IAB nodes in the old route as needed”.

References
1. RP-172290, Study on Integrated Access and Backhaul for NR, AT&T, Qualcomm, Samsung.
1. Draft TR 38.874 v0.3.0, Study on Integrated Access and Backhaul. 
1. R2-1807718, End-to-end vs. hop-by-hop RLC for L2 relaying, Nokia, Nokia Shanghai Bell 
1. R2-1808484, UP protocol design for architecture 1a, Huawei. 
1. 3GPP TS 38.425, NR User Plane Protocol.



1/5
image3.png
Jx\ ]

cu-up
1AB Node 1 \ 2
IABD

\\% .

Case 1 D





image4.png
J/\

cu-up
1AB Node 1 \
. . Core

Case 2 D





image1.png
IAB Node 1 IAB Node 2 DU CU-UP

UED - (((x-«(x - <((l‘ % -._._CCO,QE>

IAB Donor




image2.png
UE IAB node 1 IABnode2 IAB donor
O\ N N A
SDAP SDAP
PDCP PDCP
- _ Adapt. Adapt. Adapt. Adapt.
MAC wac |[me | |{me [ me || me |
PHY PHY MAC MAC MAC | MAC
PHY PHY PHY i PHY

K DU CuU-uP /

\.__DU

Mt/

\__DU

_______________________________________________




