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1	Introduction
An IAB network must schedule the wireless resources to meet a specific UE service requirement of each of the UEs attached to the network. The UE service requirements are independent of where the UE is attached to the network, regardless of whether they are attached to the Donor gNB, first hop IAB node, 2nd hop IAB node or 3rd hop IAB node. UE service requirements will consume both backhaul and access wireless resources which are shared. In this contribution, we discuss the implications for radio aware scheduling and QoS architecture in IAB.
2	Radio Aware Scheduling
[bookmark: _Hlk517183252]The 3GPP enables radio aware scheduling in UMTS, LTE and now NR by providing the signalling to support proprietary scheduling algorithms implemented by gNB vendors that are aware of the radio channel, data delivery status and QoS requirements of the radio bearer.  A common assumption for System Level Simulators (SLS) is to use a proportional fair scheduler as analysed and described in [1]
In [1], the user priority for a proportional fair scheduler is defined by:


where:
	represents the instantaneous channel quality of the access link for user k and
		represents the throughput for user k over a time window.
	
The monitoring of throughput introduces fairness to offset disparity of channel quality between users such that the asymptotic bounds tends toward a solution that is proportionally fair.
Observation 1: Proportional fair scheduler priority is a function of the windowed throughput per user.
The basic scheduling concept described in [1] has been extended over time to address both frequency selective and spatial selective scheduling for LTE and now NR.   The concept is further extended by weighting the priority to account for differing QoS parameters between bearers.
[bookmark: _Hlk517183332][bookmark: _Hlk517183393]Observation 2: NR enables radio aware scheduling for the access link by providing the timely channel quality feedback and the ability to monitor the per UE flow windowed throughput at the radio scheduling function in the DU.
[bookmark: _Hlk517183407]Observation 3: NR enables QoS aware radio scheduling by providing the per UE flow QoS parameters to the DU.
3	IAB Radio Scheduling Requirements
[bookmark: _Hlk513562410][bookmark: _Hlk517183021][bookmark: _Hlk517183139]An IAB network must schedule the wireless resources to meet a specific UE service requirement of each of the UEs attached to the network.  The UE service requirements are independent of where the UE is attached to the network regardless of whether they are attached to the Donor gNB, first hop IAB node, 2nd hop IAB node or 3rd hop IAB node.    
Figure 1 shows a scenario of UEs attached to an IAB network having 3 hops with 12 attached UEs.


[bookmark: _Ref513562348]Figure 1 IAB network with 3 hops and 12 UEs
Unlike other types of non-3GPP backhaul media, the IAB backhaul is competing for scheduling resources with the 3GPP access link on every hop. The DUs have varying responsibility for local, visible, UEs and downstream UEs served by child IAB nodes. Table 1 shows the magnitude of scheduling responsibility for each IAB node based on this example.

[bookmark: _Ref513563903][bookmark: _Ref513563680]Table 1 IAB node scheduling responsibility
	DU Scheduler
	Access UEs Served

	
	Access
	Backhaul
	Backhaul

	IAB-donor
	1
	1
	10

	IAB-node (1a)
	1
	 
	 

	IAB-node (1b)
	1
	3
	6

	IAB-node (2a)
	3
	 
	 

	IAB-node (2b)
	2
	4
	 

	IAB-node (3)
	4
	 
	 



The scheduler in the IAB donor is responsible for meeting the QoS constraints and fairness criteria for all 12 UEs connected to the IAB network whether explicitly or implicitly. Moreover, the load of UE traffic is unevenly distributed between backhaul and access links. To ensure fairness and improve system spectral efficiency, the scheduler should be aware of the throughput per UE as required by a conventional proportional fair radio aware scheduler.
Observation 4: The first hop link will be the most congested link as it must serve traffic for all downstream UEs connected to child IAB nodes.
Proposal 1: IAB network should enable radio aware scheduling that may provide both fairness and QoS constraints.
Proposal 2: IAB network should make available timely per flow statistics for all UE served on the access link or child IAB nodes. (e.g. number of UEs attached in subtending IAB tree)
4	QoS requirements and framework
First of all, it is worth discussing the requirements in terms of QoS enforcement in IAB based network deployments. As Access UEs served by IAB nodes will utilize, in general, the same services as UEs served in non-IAB deployments, also the target level of QoS should remain the same. Therefore, we propose that:
Proposal 3: Capture in the TR a requirement that the target level of QoS in IAB deployments should be the same as the one achieved in NR deployments without IAB.
The scheduling in CU-DU split is carried out in DU. In order to be able to perform QoS aware scheduling, gNB-DU should be provided with QoS information. For EN-DC, TS 38.473 specifies what information is provided to DU per DRB [QoS Class Identifier (QCI) and Allocation and Retention Priority (ARP), and optionally GBR QoS Info]. ARP information consists of priority level, pre-emption capability and pre-emption vulnerability. More details of QCI and ARP are defined in TS 23.401. Based on this QoS information, DU can determine the QoS based scheduling priorities between UEs and between radio bearers. For standalone NR, similar procedure will be specified and carried information will be very similar as can be seen in TS 23.501. Instead of QCIs, in systems connected to 5GC, 5QIs are used and, similarly to QCIs in EPC, they are characterized by bearer type (GBR or non-GBR) priority level, Packet Delay Budget (PDB), Packet Error Rate (PER) and some additional parameters such as Maximum Data Burst Volume and Default Averaging Window (the latter is not yet defined in the latest available version of TS 23.501). 
Proposal 4: IAB network should make QoS parameters available for all UEs connected to the IAB node or its child nodes.
All of this information needs to be at least provided to the IAB DU serving the Access UE, which can be done within existing F1-AP signalling as mentioned earlier (with some enhancements potentially). However, at least PDB value is something that is relevant for each single IAB node. However, PDB is defined as: “The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface.” For the sake of the further discussions we will assume that the delay on the interface between RAN and UPF is small and constant and whenever PDB is mentioned its RAN part is meant. The most significant part of the packet’s delay is introduced between gNB-DU and UE (includes the time packet is kept in the transmitter’s buffer plus a delay on radio interface). Thus, the required PDB is taken as an input for the radio scheduler to decide when to send the particular packet. It has to be noted though that in IAB deployments, the packet will have to traverse multiple radio schedulers and interfaces (at least two) before it reaches its final destination. At the same time, since PDB denotes an end to end delay requirement between gNB-CU and UE, PDB value associated with the UE’s DRB cannot be considered as the sufficient information for the neither of the DUs on the path between gNB-CU and Access UE to perform proper scheduling decisions. 
Observation 5: PDB as contained in 5QI definition is not sufficient for Donor-DU, serving IAB node’s DU nor intermediate IAB node’s DU to perform proper scheduling decisions.
Proposal 5: RAN2 should study the means of ensuring end to end packet delay requirements can be met in multi-hop IAB networks.

5	IAB Architecture Considerations
The endorsed pCR to TR 38.874 [2] defines 5 architectures for study.   3 of these 5 architectures—1a, 1b and 2a—support hop-by-hop forwarding in the IAB network.   As such, scheduling decisions must be executed on each hop to guarantee fairness and QoS constraints. 
[bookmark: _Hlk517183586]Two scheduling architectures are apparent depending on the location of the adaptation layer (1a, 1b) [3] or aggregation function (2a UPF) 


[bookmark: _Ref513566689]Figure 2  Unified and bifurcated scheduling representing IAB architectures 1a, 1b and 2a
Figure 2 shows the two scheduling forms: (a) Unified Scheduling consistent with 1a with the adaptation layer residing in the MAC or below the RLC, and (b) Bifurcated Scheduling consistent with 1a with the adaptation layer above the RLC, 1b and 2a. Regardless of the scheduling form, the IAB scheduling requirements remain the same. With a unified scheduling form, the application of a radio aware scheduler is straight forward and fairness may be implemented as each UE requirements are visible. With the bifurcated scheduler, the scheduling function is now divided into a top and bottom function where the top scheduler must prioritize packets within the aggregated flow for all UEs attached to child IAB nodes while the bottom scheduler is responsible for the prioritizing the current hop and access flows.
Observation 6: The IAB scheduling requirements are not diminished if the scheduler is bifurcated as a result of the aggregation architecture.
Proposal 6: A bifurcated scheduler should provide QoS flow parameters and per UE flow statistics to both the top scheduler residing above the aggregation layer and the current hop scheduler residing in the MAC.
6	Summary
We have discussed the implications for radio aware scheduling and QoS architecture in IAB. 
We observe and propose:
Observation 1: Proportional fair scheduler priority is a function of the windowed throughput per user.
Observation 2: NR enables radio aware scheduling for the access link by providing the timely channel quality feedback and the ability to monitor the per UE flow windowed throughput at the radio scheduling function in the DU.
Observation 3: NR enables QoS aware radio scheduling by providing the per UE flow QoS parameters to the DU.
Observation 4: The first hop link will be the most congested link as it must serve traffic for all downstream UEs connected to child IAB nodes.
Observation 5: PDB as contained in 5QI definition is not sufficient for Donor-DU, serving IAB node’s DU nor intermediate IAB node’s DU to perform proper scheduling decisions.
Observation 6: The IAB scheduling requirements are not diminished if the scheduler is bifurcated as a result of the aggregation architecture.
Proposal 1: IAB network should enable radio aware scheduling that may provide both fairness and QoS constraints.
Proposal 2: IAB network should make available timely per flow statistics for all UE served on the access link or child IAB nodes. (e.g. number of UEs attached in subtending IAB tree)
Proposal 3: Capture in the TR a requirement that the target level of QoS in IAB deployments should be the same as the one achieved in NR deployments without IAB.
Proposal 4: IAB network should make QoS parameters available for all UEs connected to the IAB node or its child nodes.
Proposal 5: RAN2 should study the means of ensuring end to end packet delay requirements can be met in multi-hop IAB networks.
Proposal 6: A bifurcated scheduler should provide QoS flow parameters and per UE flow statistics to both the top scheduler residing above the aggregation layer and the current hop scheduler residing in the MAC.
The TP capturing those observations and proposals is provided in [4].
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