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1 Introduction
The study item [1] on integrated access and backhaul (IAB) for NR has been approved with the following objectives:
“

· Topology management for single-hop/multi-hop and redundant connectivity [RAN2, RAN3], e.g.

· Protocol stack and network architecture design (including interfaces between rTRPs) considering operation of multiple relay hops between the anchor node (e.g. connection to core) and UE 

· Control and User plane procedures, including handling of QoS, for supporting forwarding of traffic across one or multiple wireless backhaul links

· Route selection and optimization [RAN2, RAN1, RAN3], e.g.

· Mechanisms for discovery and management of backhaul links for TRPs with integrated backhaul and access functionalities
· RAN-based mechanisms to support dynamic route selection (potentially without core network involvement) to accommodate short-term blocking and transmission of latency-sensitive traffic across backhaul links

· Evaluate the benefit of resource allocation/route management coordination across multiple nodes, for end-to-end route selection and optimization.

· Dynamic resource allocation between the backhaul and access links [RAN1, RAN2], e.g., 

· Mechanisms to efficiently multiplex access and backhaul links (for both DL and UL directions) in time, frequency, or space under a per-link half-duplex constraint across one or multiple backhaul link hops for both TDD and FDD operation 

· Cross-link interference (CLI) measurement, coordination and mitigation between rTRPs and UEs

· High spectral efficiency while also supporting reliable transmission [RAN1]
· Identification of physical layer solutions or enhancements to support wireless backhaul links with high spectral efficiency

· Note: support of these functionalities should consider existing mechanisms for access links as a starting point
“

In this contribution studies topology management and routing. 
2 Discussion

Basic functions of IAB network

IAB control plane aspects deals with overall setup for IAB.  There are two distinct functions associated with this – one is the set up and control of the IAB nodes itself and other is the routing of data to the end user.   
The Donor node handles new IAB nodes that are setup, creation of bearers with necessary QoS in the intermediate hops, RLF of the intermediate IAB nodes and corresponding creation and management of the route to each IAB node and end UE.  As each of the IAB node’s MT function attaches to the network, bearers should be created.  The bearers are updated based on the QoS requirements of the end users and the IAB topology based on the link quality of each of the intermediate nodes.  We call this Topology management.
Routing of an end user data packet by the donor node is the other IAB function. Based on the IAB topology, the donor and/ or IAB node makes the routing decision, including the intermediate donor nodes and DRBs to use to meet the end user QoS requirements.  The adaptation layer carries the information to the intermediate nodes to route the packets.

To help aid the discussions, it is proposed:

Proposal 1: Define the two functions of IAB as:

1) Topology management function that handles new IAB nodes that are setup, creation of bearers/logical channels with necessary QoS in the intermediate hops, RLF of the intermediate IAB nodes and corresponding creation and management of the route to each IAB node.

2) Routing management function that handles the delivery of user packet to the end node with the required QoS by selecting the appropriate IAB nodes and DRBs.  
Topology Management

Tree vs directed acyclic graph (DAG) vs mesh

Figure 1 shows an example of the tree and acyclic topologies of an IAB network. The tree topology is simpler because there is only one path between the donor node and the UE. Therefore, no path selection/routing functionality is needed since only one path is available. That being said, the disadvantage of a tree topology is that there is no redundancy compared to DAG topology. 

In summary, the trade-off between tree and DAG is simplicity vs. path redundancy.   
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Figure 1: Example of a tree structure (left) and acyclic structure (right) of an IAB network

Below summarize the properties of each structure:

	Tree
	DAG
	Mesh

	Each node can have only one parent node
	Each node may have multiple parent nodes
	No parent and child relation. Any node can have a path to any node

	No cycle in the network
	Direction cycle is not permitted. But non-directional cycle is permitted. (e.g. in the figure, Donor DU, Relay 1, 2, 4 are non-directional cycle 
	Any cycle is permitted

	Only one path from donor to end UE on DL
	Multiple paths on DL from donor to end UE is possible
	Multiple paths on DL from donor to end UE is possible

	Only one path from end UE to donor
	Multiple paths on UL from donor to end UE is possible
	Multiple paths on UL from donor to end UE is possible

	IAB UE and IAB eNB is simple and clear
	IAB UE and IAB eNB is simple and clear
	IAB UE and IAB eNB may be complicated. Same node could be both parent and child to the other node.


Observation 1: Tree structure is the simplest in comparison to acyclic and mesh structures.
Observation 2: Mesh structure requires a more complex structure of IAB node network.
Observation 3: Acyclic structure is useful because of redundancy.
Although the tree topology is simple, it is restrictive: it does not allow for secondary routes between nodes and it forces a strict hierarchy. The mesh topology is very comprehensive. A link in a mesh network is bidirectional, which implies there can be cycles in a mesh network. Given the goal of routing packets from one endpoint to another, cycles have to be avoided. Thus a mesh topology implies additional processing to eliminate cycles. The directed acyclic graph (DAG) topology is preferred over both the tree and the mesh topologies for the following reasons:

· A DAG allows multiple routes to a node. Note that a DAG is a generalization of a tree.

· A DAG does not have cycles. Note that separate DAGs can be used for downlink and uplink traffic.
Proposal 2a: A directed acyclic graph topology shall be assumed for IAB.

Proposal 2b: As a baseline a single active route to a UE is supported. Multiple active routes to a UE can be studied.
A centralized structure where the Donor node is responsible for the topology management gives better overall control and visibility of the IAB network.  This gives Donor node the ability to update the QoS of the intermediate DRBs to ensure that it can meet the end UE QoS requirements.   
Proposal 3:  The Donor node is responsible for topology management.  When an IAB node attaches, RBs/logical channels are setup as required to support the QoS requirements of the UEs.  Donor node is also responsible for updating the RBs/logical channels to IAB nodes to meet the end UE QoS requirements.
Route management

One of the primary functions (and objective) of IAB is to route packets for a UE from the donor node to the edge IAB node for this UE with the required QoS. Selection of a route to a UE depends on a variety of criteria including, link quality, spectral efficiency, interference of links along the routes, expected data rate at the UE, total network load and load at intermediate IAB nodes. The route selection has to also take into account constraints such as half-duplex operation at the IAB nodes.
Given that there can be a large number of simultaneously active links, selection of suitable routes is a computationally difficult problem (such problems are generally NP-hard optimization problems). If such computation is performed in a distributed manner, the process to select routes can be too slow. Therefore, it is preferred that the computation required to perform route selection is centralized. This implies that information necessary for identifying suitable routes is collected at the centralized node where the decision is made. Such information may include link level measurements of signal strengths and interference, IAB node buffer information etc. The donor node is the natural logical choice for the node where such a route selection & management function resides.

Such a centralized approach could potentially require a large amount of information to be gathered to make updates to routes. In the event of individual link failures, it is critical to restore connectivity and establish alternate routes. In such situations a less centralized route update approach may enable quicker establishment of alternate routes. In such an approach, routes could be updated locally at an IAB node, and an indication of this updated route is provided to the donor node.
Proposal 4: The route management function resides at the donor node. The route management function receives all information necessary for route selection and makes the route selection decisions. Decentralized route update approaches to improve resiliency in case of link failures can be studied.
The below routing is also assumed multiple UE bearers of the same/similar QoS will map to one bearer between 2 IAB nodes. This is to reduce the number of bearer needed at each IAB node. So we don’t end up creating per UE per bearer at each IAB node. Figure 2 shows an example of an IAB relay node bearer mapping. It can be up to the network to create some/all the DRB bearer for different QoS between each IAB nodes or create them as the UE is added to the IAB network.
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Figure 2: Example of bearer mapping from UE to IAB relay
3 Conclusion 
Observation 1: Tree structure is the simplest in comparison to acyclic and mesh structures.
Observation 2: Mesh structure requires a more complex structure of IAB node network.
Observation 3: Acyclic structure is useful because of redundancy.

Proposal 1: Define the two functions of IAB as:

1) Topology management function that handles new IAB nodes that are setup, creation of bearers/logical channels with necessary QoS in the intermediate hops, RLF of the intermediate IAB nodes and corresponding creation and management of the route to each IAB node.

2) Routing management function that handles the delivery of user packet to the end node with the required QoS by selecting the appropriate IAB nodes and DRBs.  
Proposal 2a: A directed acyclic graph topology shall be assumed for IAB.

Proposal 2b: As a baseline a single active route to a UE is supported. Multiple active routes to a UE can be studied.
Proposal 3:  The Donor node is responsible for topology management.  When an IAB node attaches, RBs/logical channels are setup as required to support the QoS requirements of the UEs.  Donor node is also responsible for updating the RBs/logical channels to IAB nodes to meet the end UE QoS requirements.

Proposal 4: The route management function resides at the donor node. The route management function receives all information necessary for route selection and makes the route selection decisions. Decentralized route update approaches to improve resiliency in case of link failures can be studied.
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