
3GPP TSG-RAN WG2 Meeting#AH-1807          



R2-1809644
Montreal, Canada, 2nd - 6th July 2018 
       Resubmission of (R2-1807307)
Source: 


ZTE Corporation

Title: 
Wait time in RRCRelease  
Agenda item:
10.4.1.3.7
Document for: 
Discussion and Decision
1. Introduction

At RAN2#101-bis meeting, RRC Release and RRC Reject messages have been discussed and the following agreements were made:

Agreements

1
As in LTE, the maximum waitTime value in REJECT kind of message in response to RRCResumeRequest over SRB0 is 16 seconds.

2
For Rel-15, we do not support RRCREJECT over SRB1.

FFS Whether a wait timer is needed in RRCRelease
This contribution discusses the FFS about the wait timer in RRCRelease message. 
2. Discussion
RRCRelease with wait time is used for congestion control. For this purpose the following could be used:  

1. Reject the RRC Connection request using the RRCReject procedure with wait time 

· This is used before security is established and SRB0 is used for this purpose 

· This is done based on the establishment cause and in case of NR this may be done using any other information that is included in Msg3 (the Msg3 contents in NR are still FFS and are dependent on the Msg3 size which is still not known)

2. Release the RRC Connection using RRCRelease procedure including a wait timer
· This is done over SRB1 and may be done with or without security
In case of LTE, no wait timer is included in RRCConnectionRelease message for normal UEs. This is only allowed for MTC UEs via the inclusion of extended wait timer. There are concerns with including such a wait timer in the RRCRelease message without security protection [2]. In general, it is preferable to only send protected RRCRelease message with wait timer especially when the wait timer could lead to long periods of time during which the UE may be out of service. 
If security needs to be established before sending the RRCRelease message, then there is an additional load on the already congested core network (since the security handshake needs to be processed). Given the above implications, alternative options must be explored first and there are other means to control the access attempts as noted in section 3 below and these should be first considered before using wait timer in RRCRelease message for congestion control. 

3. Alternative means to control the access attempts

The main motivation for inclusion of a wait timer is to ensure that a UE does not repeatedly access a congested network (e.g. for a specific slice). 
However, there are other means to control the access attempts from the UE. For instance, slice specific access control is possible in NR and RAN2 will specify mechanisms for the Unified Access Control (UAC) mechanism to enable slice specific access control of the UEs both in IDLE mode and in CONNECTED mode. In other words, if the UE is released to IDLE mode, without a wait timer, then the network can still control the UE’s access behavior by appropriately setting the IDLE mode access control parameters for the specific slice (all access attempts could then be barred for a predetermined period of time, by setting the appropriate access control parameters for the concerned slice for a given period of time). This procedure will result in a similar behavior as intended by the wait timer without even requiring the connection establishment procedure by the UE in the first place – which further saves the additional connection establishment signaling over the radio interface (and any security handshake over the core-network interfaces). With this procedure in place, having a release with wait timer on top is redundant. One further disadvantage of the Release with wait timer solution is that all the UEs that are released will again attempt to connect after wait timer and create another congestion peak. In contrast, UAC based solutions will stagger the future access attempts and ensure a graceful ramp-up of capacity again at the network. 
Further, if both access control using the UAC mechanism above and the Release with wait timer are used in a given network, then the interaction between these two mechanisms is not optimal. For instance, a UE that passes the access control check based on the UAC parameters may get Released and subsequently made to wait for a further amount of time leading to a double barring of the UE which is not ideal.
Observation 1: It is possible to control the access attempts from the UE without using Release with wait timer (e.g. using the slice specific UAC framework that is being defined for NR). 
Observation 2: Using UAC mechanisms to control access attempts further help in reducing the load on the congested air-interface and core network interfaces (as the connection attempts are not even made by the UE in the first place if precluded by the UAC parameters). Further, with UAC, there will not be a sudden spike in UEs connecting as the rate of access attempts can be increased in a controlled fashion using the access barring parameters unlike the Release with wait timer based solution. 
Observation 3: Having multiple mechanisms to solve the same problem adds complexity to the system and may lead to undesirable behavior due to unintended interactions between the two mechanisms (which is the motivation to have a unified access control in NR in the first place)

We have also agreed that a UE sending RNAU may be sent back to INACTIVE state using an RRCRelease like message (sent on SRB1). One further question is whether we a need wait timer to control repeated RESUME requests for INACTIVE to CONNECTED mode transitions for this case. It should be noted that UAC is applicable for RRCResume too. Further, both AS initiated and NAS initiated Resume cases are controlled by UAC. Hence, based on the above arguments, UAC based mechanisms can be reused also to control the frequency of RRCResume requests from the UE during congestion period. So, again a separate wait timer is not needed in RRCRelease message for this purpose either. 

Observation 4: UAC based mechanisms can be used also to control the RRCResumeRequest messages for AS (i.e. RNAU) and NAS triggered events from UEs in INACTIVE state. So, a separate mechanism with wait timer in Release message is not needed for this case either. 
Given the above, we propose that there is no need to specify the Release with wait timer mechanism in NR. 

Proposal 2: RAN2 to specify the UAC framework which can achieve slice specific access control for both INACTIVE and IDLE mode 
Proposal 2: Wait timer in RRCRelease message is not specified
4. Conclusion and proposals

Based on the above, the following observations and proposals are made: 

Observation 1: It is possible to control the access attempts from the UE without using Release with wait timer (e.g. using the slice specific UAC framework that is being defined for NR). 
Observation 2: Using UAC mechanisms to control access attempts further help in reducing the load on the congested air-interface and core network interfaces (as the connection attempts are not even made by the UE in the first place if precluded by the UAC parameters). Further, with UAC, there will not be a sudden spike in UEs connecting as the rate of access attempts can be increased in a controlled fashion using the access barring parameters unlike the Release with wait timer based solution. 
Observation 3: Having multiple mechanisms to solve the same problem adds complexity to the system and may lead to undesirable behavior due to unintended interactions between the two mechanisms (which is the motivation to have a unified access control in NR in the first place)
Observation 4: UAC based mechanisms can be used also to control the Resume Request messages for AS (i.e. RNAU) and NAS triggered events from UEs in INACTIVE state. So, a separate mechanism with wait timer in Release message is not needed for this case either. 
Proposal 1: RAN2 to specify the UAC framework which can achieve slice specific access control for both INACTIVE and IDLE mode 

Proposal 2: Wait timer in RRCRelease message is not specified
5. References

[1] S2-182985, Sending of congested S-NSSAI during AN signaling connection Establishment, NEC
[2] S3-101399, Reply LS on Release 10 NIMTC Conclusion, SA3
PAGE  

