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This discussion aims at clarifying several issues discussed online at RAN2 NR AH 0118based on [1], as captured from Chairlady’s notes:
[CB 121– CATT]
=>	The beam failure detection is performed by MAC.   MAC expects a positive indication that the beam has recovered or a mechanism for MAC to be aware (e.g. a period).  
=>	RAN2 assumes that the beam failure timer is not used or needed and would like to remove it – CB check with RAN1 and CP - 
=>	FFS whether BFR needs to be performed on SCell
Discussion
Issue 1: Beam failure detection
RAN2 agreed in RAN2#100 that PHY layer is responsible to detect the beam failure and transmit the BFR indication to MAC.The agreement is now captured in TS38.321.
Agreements
1. Beam failure recovery using a dedicated PRACH preamble is specified in the MAC and triggered upon indication from Physical layer.RAN2 assumes that the PHY layer does the detection of beam failure.

However, in RAN1 LS and RAN1 specification,beam recovery request is decided by “the number of consecutive detected beam failure instances exceeding a configured maximum number”,andPHY layerprovidesevery“detected beam failure instance” to higher layer.
	RAN1 LS[1]:
Agreements: A beam recovery request can be transmitted if the number of consecutive detected beam failure instance exceeds a configured maximum number
· If hypothetical PDCCH BLER is above a threshold, it is counted as beam failure instance
· Note: Beam failure is determined when all serving beams fail
TS 38.213[3]:
The physical layer in the UE shall, in slots where the radio link quality according to the set [image: cid:image001.png@01D3896F.C88F5C50] is assessed, provide an indication to higher layers when the radio link quality for all corresponding resource configurations in the set [image: cid:image001.png@01D3896F.C88F5C50] that the UE uses to assess the radio link quality is worse than the threshold Qout,LR.



During the online discussion, it was discussed which layer (MAC or PHY) should manage (increment, stop and reset, restart) the counter of the number of BF instances and trigger the beam failure detection. Although typically performed in MAC, leaving this counter management to PHY would minimize the impact on the current MAC specification.
Question 1: what option do companies prefer for the location of the beam failure detection (including counting the number of beam failure instances): MAC or PHY?
	Companies
	Answer (MAC or PHY) 
	Comments

	CATT
	PHY
	We think locating the BFR detection in PHY simplifies the specification and provides a cleaner MAC/PHY interface.

	Panasonic
	MAC
	According to RAN1 LS, the beam failure detection is still done in PHY, it is just that MAC needs to determine when to transmit the BFR request.

	vivo
	PHY
	If the beam failure detection is done in MAC, then RAN2 needs to discuss how to strop/start each counter/timer, and the details of potential timer(s) used for the BFR detection. We are not sure if RAN2 is the best place to discuss the details of the beam failure detection.

	Ericsson
	
	We think MAC does the counting of the beam failure instances from the PHY, as described in the LS. 
However, counting a “consecutive” number of instances assumes MAC can determine the lack of beam failure instance. Otherwise we don’t understand how beam failure instances can be  “not consecutive”. To us, this is a cumbersome procedure and it would be better to introduce an “in-sync indication” from PHY to MAC to reset the counting. This would create a function which is very similar to RLM.

	Sharp
	MAC
	We prefer to avoid impact on PHY by counting and leave the management work in MAC. 

	Qualcomm
	MAC
	PHY is only responsible for detecting a beam failure instance; the decision on when to initiate BFR procedure should be left to MAC after MAC receives a sequence of failure indications from PHY.

	Mediatek
	MAC
	The counting of the beam failure instances should be implemented on MAC layer. 
We agree with Ericsson’s observation that it is assumed that MAC can determine the lack of beam failure instances for counting a ‘consecutive’ number of instances. 
It is supposed that the instances will be indicated periodically once it is started. The lack of beam failure instance at one time occasion will reset the counting. 
Since the ‘consecutive’ indication is confusing in RAN2, it is suggested to send LS to RAN1 to clarify the behaviour.  

	LG
	PHY
	As beam failure is a result of beam management and it is PHY’s job, PHY already have all information required for counting consecutive the beam failure instances. It seems sufficient to inform the MAC of the point to trigger the RA procedure for BFRR.

	ASUSTeK
	PHY
	We think beam failure detection should be done in physical layer. And RAN1 is also discussing the same issue.

	Nokia
	MAC
	PHY provides beam failure instance indication to MAC (already captured in TS 38.213) and MAC does the counting as well as beam failure detection. It would be odd to have a counter for this in PHY while all other counters are handled by higher layers.

	ITRI
	MAC
	MAC is preferred, which follows the model of RLM/RLF design in LTE. That is, the radio link quality of beam is detected in PHY, while the beam failure detection is in MAC according to the number of beam failure instance transmitted by PHY.

	ZTE
	MAC
	We prefer a RLM similar mechanism, in which case the PHY report the beam failure instance and the MAC make the decision on the triggering of BFR.

	Huawei
	MAC
	[bookmark: _GoBack]MAC is the preferred option for beam failure detection since it would be a more suitable place where the counter should be placed. However, further clarification is needed that how the beam failure instance counter should be reset, as mentioned in question 2

	NTT DOCOMO
	Evaluation of beam quality in PHY
Counting in MAC
	The counter is typically implemented in MAC. Therefore, we assume that L1 evaluates the quality of beam and provides the information, then MAC counts it and decides whether BFR needs to be triggered or not. 

	Convida
	PHY
	Same rational as CATT and LG

	Spreadtrum
	PHY
	Beam failure detection is not a very complex procedure. We prefer PHY, which can reduce coupling between PHY and MAC.

	Intel
	PHY
	Agree with CATT and LG



Outcome:
· PHY: 7
· MAC: 10
A majority of companies view that the location of the beam failure detection (including counting the number of beam failure instances) should be handled in MAC.
Proposal 1: RAN2 confirms that the beam failure detection (including counting the number of beam failure instances) should be handled in MAC. 
It was further discussed two potential solutions for maintaining the counter in MAC:
Option 1: PHY delivers two types of notifications to MAC, namely “beam failure instance” and “no beam failure instance”. The former would e.g. result in MAC incrementing the counter and the latter in MAC decrementing the counter. This requires RAN1 to design a “no beam failure” criteria and notification. 
Option 2: PHY delivers to MAC “beam failure instance” notifications only and MAC would maintain a timer for resetting the counter: e.g. upon receiving a first “beam-failure instance” MAC starts incrementing the counter and starts a timer. The timer is re-started upon every new reception of “beam-failure”. If no new “beam-failure instance” is received for a while, the timer expires and the counter is reset. This also requires RAN1 to provide RAN2 with an indication of the period of the beam failure “checks” in PHY so that RAN2 can design the timer accordingly.
There may be other options on top of those two. 
Question 2: in case the beam failure detection (including counting the number of beam failure instances) is located in MAC, which of option 1 or 2 do you prefer? If another option, please elaborate.
	Companies
	Answer (1, 2, other) 
	Comments

	CATT
	Option 2
	This minimizes the number of notifications PHY sends to MAC

	Panasonic
	Option 2
	

	vivo
	?
	Not sure about the detailed solutions on beam failure detection should be discussed in RAN2. It seems both Option 1 and Option 2 needs some more inputs from RAN1.

	Ericsson
	Option 1
	This creates a mechanism which is similar to RLM.

	Sharp
	Option 2
	Option 2 seems to be simpler than Option 1, and it does not rely on additional RAN1 agreement on how to indicate “no beam failure instance” which itself can be time consuming and reported to MAC always.

	Qualcomm
	Option 2
	

	Mediatek
	other
	The beam failure instances will be indicated periodically once it is started. The periodicity need to be confirmed by RAN1.The lack of beam failure instance at one time occasion will reset the counting. 

	LG
	Option 1
	To count the consecutive beam failure instance, it seems inevitable to have two types of notification from PHY.

	ASUSTeK
	Option 2
	

	Nokia
	Option 2
	It seems good to avoid more PHY impacts and the principle defined above seems quite simple.

	ITRI
	other
	Two types of notifications are preferred, which follows RLM/RLF design in LTE. However how to count the counter based on these two types of notifications is FFS.

	ZTE
	Option 1
	We also prefer a RLM similar mechanism

	Huawei
	Option 2
	Option 2 requires the minimum amount of interactions between PHY and MAC

	NTT DOCOMO
	Option1+
	We think that this could be a similar mechanism as for RLM. However, we think reporting two types of notifications may not be sufficient for MAC to decide when and how to trigger beam recovery request transmission. PHY shall also report whether new candidate beam is detected or not.

	Convida Wireless
	Option 2
	

	Spreadtrum
	Option 2
	This minimizes the interactions between PHY and MAC

	Intel
	Option 1
	It seems clear operation to have similar operation as RLM/RLF.  



Outcome:
· Option 1 (two types of notifications): 5
· Option 2 (“beam failure instance” notifications + timer): 9
· Other/don’t know: 3
Option 2 appears to be the most popular amongst companies, thus we suggest adopting the principle of option 2.
Proposal 2: PHY delivers to MAC “beam failure instance” notifications only.
Proposal 3: MAC maintains a timer for resetting the counter: the timer is (re)started upon every new reception of “beam-failure instance”. At timer expiry the counter is reset.
Proposal 4: RAN2 asks guidance to RAN1 on the timer values.

Issue 2: Need for the beam failure recovery timer
Currently, there are two parameters related to the BFR procedure failure:Beam-failure-recovery-Timerdesigned by RAN1 (beamFailureRecoveryTimer in TS38.321) andPreambleTransMax-BFR (still captured as ra-PreambleTx-Max in TS38.321). In TS38.321, the regulation of ra-PreambleTx-Maxis captured in the RACH section (5.1) and the regulation of beamFailureRecoveryTimer is captured in the beam failure recovery request procedure section (5.17), where the timer expiry triggers beam failure recovery request failure indication to upper layers. During the online discussion, it was questioned whether the beamFailureRecoveryTimer is needed, provided RAN1 do not make use of it so far in their specification. Therefore, it was agreed to check internally with RAN1 colleagues whether it is safe to remove this timer in the MAC specification, provided BFR procedure failure can be triggered by the regular preamble counter of the RA procedure. 
Question 3: Based on RAN1 feedback, do companies think it is safe to remove beamFailureRecoveryTimer and leave it to the existing RA preamble counter to detect failure of the BFR procedure?
· Option 1: remove the timer
· Option 2: keep the timer
	Companies
	Answer (1, 2) 
	Comments

	CATT
	2
	We understand from RAN1 that both are complementary e.g. the timer is also useful during the detection of the candidate beams.

	Panasonic
	2
	For the UE using only the CBRA to send the BFR request, timer may expire earlier than the counter. 

	vivo
	Wait for RAN1
	The use of the timer in MAC is still not very clear. It seems RAN1 is asking for such timer. From our understanding, if the candidate beams are provided by PHY (namely not in MAC as currently specified), we needs such timer for the PHY to search the candidate beams.

	Ericsson
	1
	The value of the timer is questionable. The maximum amount of time the BFR recovery may consume can be controlled by the Preamble-Trans-Max.

	Sharp
	2
	The timer benefits the beam failure procedure management, especially when contention based RA is used for BFR procedure. The timer could avoid unnecessary RA attempts.
Beam failure recovery is supposed to be a method to quickly recovery from link quality degradation due to e.g. UE rotation. The whole BFR procedure should be performed within a given time period, regardless of the number of retransmissions.

	Qualcomm
	2
	The same timer can be used SR based BFR.

	Mediatek
	2
	The timer is used to control the whole duration for BFRR procedure considering the limited time budget in PHY layer required for beam recovery.
1. The candidate beam may not be available immediately upon beam failure detection and UE needs a period for candidate beam determination;
2. The BFRR procedure may be extended using PUCCH when channel reciprocity is not available. 
It is suggested to send LS to RAN1 to clarify the behaviour related to the timer if RAN2 doesn’t have common understanding on that. 

	LG
	1
	No action is expected with this timer. 

	ASUSTeK
	1
	Since the BFR procedure is modelled as RA procedure, for the alignmentof RA failure and BFR failure, we think the existing RA preamble counter could also be used to detect the BFR failure.Therefore, the timer seems not needed for the same purpose.

	Nokia
	?
	So far there is no action defined for higher layers what to do when the MAC indicates BFR recovery failure based on the timer and in principle we see no need for the timer with RA based BFR. On the other hand, the PUCCH based BFR has not been discussed. It might make sense to just keep it for now until all the details have been discussed.

	ITRI
	2
	Using the RA preamble counter only may cause longer time to declare the failure of beam failure recovery request. So we think the beamFailureRecoveryTimeris useful for UE to trigger BFRR failure indication to upper layersearlier.

	ZTE 
	2
	We think the timer is used to limit the overall time duration for the beam recovery, and the timer may be expired before the Preamble-Trans-Max is reached.

	Huawei 
	?
	We need further clarification from RAN 1 about what is the motivation behind the design of such parameter. We acknowledge that the current RA parameter PreambleTrans-max-bfr and RAR-window-bfr may have some functional overlap with this BFR-timer. However, we think it would be safer to make further confirmations from RAN 1 before decisions are made.

	NTT DOCOMO
	?
	We may need to clarify what needs to be specified on top of the countering number of Msg1 transmission in MAC and window in RAN1 spec.

	Convida
	2
	Save view as Mediatek

	Spreadtrum
	1
	The counting mechanism with PreambleTransMax-BFR is enough to detect failure of BFR procedure.

	Intel
	?
	We understand RAN1 is still under discussion on the detail. We can wait.



Outcome:
· Option 1 (remove the timer): 4
· Option 2 (keep the timer): 8
· Wait for RAN1: 5
A majority of companies think the beamFailureRecoveryTimer is useful and should be kept. In addition some companies think the exact design is still being discussed in RAN1. Therefore we suggest RAN2 does not remove the beamFailureRecoveryTimer and waits for RAN1 to complete its design.
Proposal 5: RAN2 does not remove the beamFailureRecoveryTimer and waits for RAN1 to complete the exact design/usage of this timer.
Issue 2: Does BFR need to be performed on the SCell?
In current MAC specification, UE can perform BFR only in SpCell (PCell or PSCell). As elaborated in [1], in CA case, the gNB can configure the UE with a low frequency cell as PCell and high frequency cell as SCell, where BFR is mainly used for the SCell.Since RAN1 has not designed any other tool but the BFR procedure for recovering from beam failure, the current limitation would lead to initiating BFR procedure on the PCell in support of a beam failure on the SCell. As discussed online this could lead to the following issues:
· Need to specify dedicated RACH resources in PCell associated with candidate beams on SCell.
· Need to define where is monitored the CORESET-BFR? On PCell or SCell?
· RACH overload on PCell
· Any other issue?
Question 4: Do companies see the above issues as critical / not critical? Companies are also invited to mention other issues.
	Companies
	Answer (critical/non-critical) 
	Comments

	CATT
	Critical
	Each of the above points will add complexity to both specification and UE. The last point on RACH load is also critical, considering the PCellmay be low frequency cell.

	Panasonic
	Critical
	The RACH overload on PCell is critical. 

	vivo
	?
	Not sure if the UE needs to initiate BFR procedure on the PCell for the SCell beam failure. We are not even sure if the BFR is so critical on SCell.

	Ericsson
	Non-critical
	As shown in the list above, in order to get support for BFR on the SCell, there are a number of issues to resolve. We do not think adding support for BFR on the SCell is critical. It can probably be left out of Rel-15. There seems to be no support for RLM on SCell either, and it works so there is no urgent need to do BFR on SCell.

	Sharp
	Critical
	The  RACH overload on PCell  should be evaluated when contention based RA is applied.

	Qualcomm
	Critical
	BFR should be permitted on SCell.  BFR on SpCell only is not sufficiently:  suppose Spcell is sub6 or mmw in another band --- then it is not even possible to have BFR for SCell on SpCell

	Mediatek
	Non-critical
	Although we have a unified design for LF and HF, beam failure recovery is only necessary for HF. It is also questionable whether CA really needs to be configured on HF, considering high speed data transmission can be supported through beamforming and wider bandwidth. 

	LG
	Non-critical
	It seems sufficient to detect the beam failure only for PCell and perform the beam failure recovery onPCell. We see no urgent reason to support beam failure detection and beam failure recovery on SCell because we can rely on gNB implementation as long as PCell is alive.


	ASUSTeK
	Critical
	We should take care RACH overload on PCell. And cross carrier scheduling and downlink only cell will also need to be taken into account.

	Nokia
	Non-critical
	Agree with Ericsson

	ITRI
	Non-critical
	Beam quality reporting in beam management procedure is enough to cover beam failure on the SCell. That is no need to support BFR on the SCell. 

	ZTE
	Critical
	We think the BFR on SCell is useful. However, considering the limited time budget, we think the BFR on SCell shall not be included in the Rel-15 phase I (e.g. EN-DC), but can be further studied in Rel-15 phase II (e.g SA). 

	Huawei 
	Critical
	We think that for BFR can also be done for the SCelland actually will be the main scenario where BFR is applicable, since SCells are usually configured with high frequency transmission andSpCells are configured with lower frequency. 

	NTT DOCOMO
	Critical
	We think that it would not be realistic to assign the sufficient dedicated resourcesfor all the UEsto distinguish the UE and serving cell which experienced BF in CA. Then other solution, e.g. PUCCH/PUSCH based solution will be needed for SCell BFR to resolve such RACH load problem. Anyway, RAN1 and RAN2 should have the common understanding on whether and how BFR is supported for SCell.

	Convida
	Critical
	Agree with CATT and Huawei

	Spreadtrum
	Critical
	After the UE sends beam failure recovery request for SCell through UL PCell, the gNB still cannot know which candidate beam is suitable for this SCell. It is hard to reconfigure CORESET on this SCell for UE.

	Intel
	Non-critical
	We understand BFR is per UE operation rather than per Cell. Only when all control beams in all cell fail, UE can trigger BFR procedure. 



Outcome:
· Critical: 10
· Non-critical: 6
· One company is not sure if BFR is needed at all on the SCell
A majority of companies think that running the BFR for the SCell on the PCell is critical. Hence we suggest to support the BFR procedure on the SCell.
Proposal 6: The BFR procedure can be performed on an SCell
Then a further question arose from the online discussion to be further clarified: in case the BFR procedure can be triggered on the SCell, should it support both contention-free and contention-based BFR-RA procedure [1]or should it be limited to the contention-free procedure only[2]?
Question 5: In case the BFR procedure can be triggered on the SCell, should it support both contention-free and contention-based BFR-RA procedures or should it be limited to the contention-free procedure only?
	Companies
	Answer (both/CFRA only) 
	Comments

	CATT
	Both
	We think it is cleaner to not split the BFR procedure for this case and the fallback to CBRA should be supported in the same cell where was initiated the CBRA.

	Panasonic
	Both
	Both CFRA and CBRA are required no matter on which cell the BFR procedure is triggered. 

	vivo
	?
	It seems the discussion is out of the scope of the offline discussion. If RAN1 has not designed any contention-free resource for BFR procedure, not sure if RAN2 needs to define any specific UE behaviors.

	Ericsson
	Both
	As stated in the previous question, we are not sure BFR on SCell should be supported, but if it is to be supported we think introducing additional subcases is not beneficial. 

	Sharp
	CFRA only
	It could be a risk of RACH overload on PCell if CBRA is applied.

	Qualcomm
	Both
	It is simpler to implement if BFR procedure is the same on both SpCell and SCell.

	LG
	CFRA
	If beam failure detection is supported on SCell, only CFRA should be used in order to reuse the normal RA procedure on SCell.

	ASUSTeK
	CFRA only ?
	Since deactivation of SCell will not interrupt the connection, we prefer to limit candidate to CFRA at this stage. Regarding monitoring response, because preamble transmission on SCell could indicate candidate beam detected by the UE, the UE could still monitor response in PCell as current design. 
The CBRA could be discussed in the future as an enhancement. 
However, in case of cross carrier scheduling and DL only cell, the random access procedure will not be useful. 

	Nokia
	Both
	

	ZTE
	Both
	

	Huawei
	CFRA only
	BFR-triggered RA procedure should be aligned with the current RA procedure triggered in the other cases. Currently, contention-based random access is not supported in the SCell. Hence, BFR-triggered CBRA should not be supported with the current RA mechanism for SCell.

	NTT DOCOMO
	-
	We think that msg1 based solution is not sufficiently nice and generic to cover the SCell. 

If the recovery request for SCell is performed on SpCell, there will be RACH overload problem in SpCell, 
If the recovery request for SCell is performed on the SCell UL, we could not support SCell without RACH configuration (e.g. DL only SCell, Single TA in a CG case).

Therefore, we need to investigate further the solution for SCell. 

	Convida
	both
	

	Spreadtrum
	CFRA
	We think BFR is used to recovery in time, while CBRA may not meet this.



Outcome:
· Both: 7
· CFRA only: 5
· One company thinks the question is out of the scope of the offline
· One company thinks this is too early to decide
A majority of companies think that, in case BFR would be allowed to be initiated on the SCell, it should include the whole procedure, i.e. CBRA + CFRA. Given this is a small majority only, we suggest leaving this issue as FFS.
Proposal 7: I remains FFS, if, when run on an SCell, the BFR procedure is the same as for the PCell, i.e. includes both the CBRA and CFRA components.
Conclusion 
The offline discussion on BFR detection and other BFR issues resulted in the following proposals:
Proposal 1: RAN2 confirms that the beam failure detection (including counting the number of beam failure instances) should be handled in MAC. 
Proposal 2: PHY delivers to MAC “beam failure instance” notifications only.
Proposal 3: MAC maintains a timer for resetting the counter: the timer is (re)started upon every new reception of “beam-failure instance”. At timer expiry the counter is reset.
Proposal 4: RAN2 asks guidance to RAN1 on the timer values.
Proposal 5: RAN2 does not remove the beamFailureRecoveryTimer and waits for RAN1 to complete the exact design/usage of this timer.
Proposal 6: The BFR procedure can be performed on an SCell
Proposal 7: I remains FFS, if, when run on an SCell, the BFR procedure is the same as for the PCell, i.e. includes both the CBRA and CFRA components.
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