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Discussion and Decision
1 Introduction
The study item [1] on integrated access and backhaul (IAB) for NR is approved. The objectives are:
· Topology management for single-hop/multi-hop and redundant connectivity [RAN2, RAN3], e.g.

· Protocol stack and network architecture design (including interfaces between rTRPs) considering operation of multiple relay hops between the anchor node (e.g. connection to core) and UE 

· Control and User plane procedures, including handling of QoS, for supporting forwarding of traffic across one or multiple wireless backhaul links

· Route selection and optimization [RAN2, RAN1, RAN3], e.g.

· Mechanisms for discovery and management of backhaul links for TRPs with integrated backhaul and access functionalities
· RAN-based mechanisms to support dynamic route selection (potentially without core network involvement) to accommodate short-term blocking and transmission of latency-sensitive traffic across backhaul links
· Evaluate the benefit of resource allocation/route management coordination across multiple nodes, for end-to-end route selection and optimization.

· Dynamic resource allocation between the backhaul and access links [RAN1, RAN2], e.g., 

· Mechanisms to efficiently multiplex access and backhaul links (for both DL and UL directions) in time, frequency, or space under a per-link half-duplex constraint across one or multiple backhaul link hops for both TDD and FDD operation 

· Cross-link interference (CLI) measurement, coordination and mitigation between rTRPs and UEs
· High spectral efficiency while also supporting reliable transmission [RAN1]
· Identification of physical layer solutions or enhancements to support wireless backhaul links with high spectral efficiency
· Note: support of these functionalities should consider existing mechanisms for access links as a starting point
In this contribution we discuss potential RAN2 impact for different architecture choices.
2 Discussion

2.1 Deployment scenerios
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Figure 1 Deployment scenarios: dense urban, rural, urban macro, indoor hotspot (indoor RN + outdoor MN)
Relay can be applied in several scenarios including:

· Fixed RN for indoor and outdoor

· Mobile RN where the RN is moving together with the UE

· Mobile RN where the RN is moving independently of the UE

We see each of those scenarios has clear use cases. However, for the sake of timely completion of the study item, the scenario that relay is placed in fixed location can be prioritized in Rel-15. Optimization for mobility RN can be considered in a future release. In addition, we don’t see a need to differentiate the RN for indoor from outdoor from specification perspective. 
Observation 1: Fixed RN should be the first priority. 
Observation 2: From specification perspective, there is no differentiation between indoor and outdoor RN.

Further, as captured in the SID [1], support of legacy NR UEs should be considered:

The following requirements and aspects should be addressed by the integrated access and wireless backhaul for NR:
· Support of legacy NR UEs
In our understanding, this implies that relays should be able to support legacy Rel-15 UEs.  But this does not preclude enhancements for relays in Rel-16 UEs.
Observation 3: Rel-16 RN should be able to support Rel-15 NR UE for basic functionality. 
Proposal 1: Rel-16 RN should be able to support Rel-15 NR UE. 
One of the objective is to support single and multiple hops of RNs. “Single hop” in this contribution means the number of relay node from the UE to the donor node. For example, if there is one relay (UE->relay->donor), then it is a single hop relay. Multiple hop can provide better coverage but at the same time the user perceived throughput may be reduced with the number of hops, due to the latency introduced by routing traffic amongst all RNs. In order to mitigate this, efficient routing selection and management of the backhaul links are needed. 
Proposal 2: Rel-16 RN prioritize single hop. Relay architecture should be forward compatible with supporting multi-hop relays. 

2.2 Relay types
In general, there are two types of relays: L2 relay and L3 relay.  There are different sub-types of L2 and L3 relays.  The following provides a high level description of some possible protocol stacks for L2 and L3 relays.
2.2.1 L2 relay

For a L2 relay, the PDCP and RRC layer peers to the UE PDCP and RRC layers resides at the Donor node.  L2 relay can be done at RLC or MAC layer. The figures 2 and 3 below show a possible user plane and control plane protocol stack for L2 relay at RLC for one hop relay. It can be seen that for UEs that moving between relay nodes that connect to a same donor node, only RRC configuration is needed. It will not require AMF reconfiguration. On the user plane, IP traffic terminates between UE and CN. Changes in the relay routing topology will not requires user plane reconfiguration in the CN.
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Figure 2 Example user plane protocol stack of L2 relay at RLC
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Figure 3 Example control plane protocol stack of L2 relay at RLC
2.2.2 L3 relay
In a L3 relay, the PDCP layer peer to the UE PDCP lay resides in the relay node and user IP packet is exposed (not protected by access stratum security) at the relay node.  As with L2 relay, there are different variations of L3 relay.  Figure 4 and 5 below shows an example protocol stack for L3 relay based on Rel-10 RN architecture.
For L3 relay, on the control plane, UE RRC terminates at relay node. For UEs that are moving between relay nodes that connect to a same donor node, reconfiguration in AMF in CN will be needed. On the user plane, GTP-u tunnelling is needed among hops. Changes in the relay routing topology will require user plane reconfiguration in the CN. 
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Figure 4 Example UE user plane protocol stack of L3 relay
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Figure 5 Example UE control plane protocol stack of L3 relay
There are other variations possible for L3 relays.  For example, the user UPF can be located in the relay node.  
2.2.3 High level Comparison between L2 and L3 relays

As discussed above, there are different possibilities for L2 and L3 relays. Below we summarize the impact of RAN2 between the three relay choices for L2 relay at MAC and RLC, and Rel-10 version of L3 relay. 
	
	L2 Relay above MAC
	L2 relay above RLC
	L3 relay

	Security 
	Security between UE and Donor node is same irrespective of path used.  User IP packet is not exposed at Relay nodes
	Security between UE and relay node. User IP packet is exposed at relay nodes.

	Header compression
	Header compression between UE and gNB is same irrespective of path used
	Different header compression is done per hop between UE and relay

	RLC retransmission
	RLC PDU lost on either link is retransmitted on all links
	RLC PDU lost on one link is retransmitted only on that link

	RLC (re)segmentation
	No
	Yes
	Yes

	Protocol processing delay
	Low
	Medium
	High
(each relay node has to perform encryption/header compression per hop)

	Multiplexing of multiple UE packets over Un
	At RLC level
	At PDCP level
	At IP level


There may be more core network impact in L3 relay (depending on which version of L3 relay is considered).  There is no risk with RLC re-segmentation. For L2 relay, it has the least core network impact and has less processing in the RN node. 

3 Conclusion 
In this contribution, we discussed different scenario of the relay node and compare the RAN2 impact between L2 and L3 relay, it is summarized the following observations and proposals:

Observation 1: Fixed RN should be the first priority. 

Observation 2: From specification perspective, there is no differentiation between indoor and outdoor RN.

Observation 3: Rel-16 RN should be able to support Rel-15 NR UE for basic functionality. 

Proposal 1: Rel-16 RN should be able to support Rel-15 NR UE. 
Proposal 2: Rel-16 RN prioritize single hop. Relay architecture should be forward compatible with supporting multi-hop relays.  

The initial discussion should decide between L2/L3 relay architecture since the protocol stack and other procedure is based on the architecture. However, architecture of the relay impact both RAN2 and RAN3. Therefore, we propose RAN2 should evaluate the relay architecture from RAN2 perspective. RAN3 can focus on RAN3 impact for the relay choice. 
Proposal 3: RAN2 should evaluate the relay architecture from RAN2 perspective as the first step. Final decision should consider evaluation results from RAN2 and RAN3.
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