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1. Introduction
In last RAN meetings [1-2], open issues about integrated access and backhaul for NR were listed as followings:

· Topology management for single-hop/multi-hop and redundant connectivity [RAN2, RAN3], e.g.

· Protocol stack and network architecture design (including interfaces between rTRPs) considering operation of multiple relay hops between the anchor node (e.g. connection to core) and UE 

· Control and User plane procedures, including handling of QoS, for supporting forwarding of traffic across one or multiple wireless backhaul links

· Route selection and optimization [RAN2, RAN1, RAN3], e.g.

· Mechanisms for discovery and management of backhaul links for TRPs with integrated backhaul and access functionalities
· RAN-based mechanisms to support dynamic route selection (potentially without core network involvement) to accommodate short-term blocking and transmission of latency-sensitive traffic across backhaul links
· Evaluate the benefit of resource allocation/route management coordination across multiple nodes, for end-to-end route selection and optimization.

· Dynamic resource allocation between the backhaul and access links [RAN1, RAN2], e.g., 

· Mechanisms to efficiently multiplex access and backhaul links (for both DL and UL directions) in time, frequency, or space under a per-link half-duplex constraint across one or multiple backhaul link hops for both TDD and FDD operation 

· Cross-link interference (CLI) measurement, coordination and mitigation between rTRPs and UEs
· High spectral efficiency while also supporting reliable transmission [RAN1]
· Identification of physical layer solutions or enhancements to support wireless backhaul links with high spectral efficiency

This paper discusses network architecture for IAB. 
2. Discussion
2.1. Wireless backhaul topology and architecture
Wireless backhaul and relay links in NR have some new features/requirements compared to LTE:
· Enabling flexible and very dense deployment of NR cells without the need for densifying the transport network proportionately;
· Develop and deploy integrated access and backhaul links due to the expected larger bandwidth available for NR along with the native deployment of massive MIMO or multi-beam systems;
· Some challenges including experiencing severe short-term blocking due to operating NR systems in mmWave spectrum.
According to these features, a multiple path and mixture hops architecture is needed. An example illustration of a network with such wireless backhaul is shown in Figure 1, where UE1 has two paths connected to a wired gNB (one is direct path to gNB and the other is UE1-RN1-gNB path).
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Figure 1 Example for wireless backhaul topology
Considering legacy DC architecture and L2 relay architecture, the routing function is still in PDCP and RLC/lower layers are split in different nodes. The potential network architecture is as the following Figure 2.
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Figure 2 NR relay architecture
In this architecture, each UE dedicated radio bearer runs between peer PDCP entities located in donor gNB and UE respectively. But from one side to the other side of PDCP, there are multiple paths and mixture-hop paths. For example, one path is UE directly to gNB and the other is UE-Relay-gNB path. For the direct path, peer RLC/MAC/PHY protocol groups are located in gNB and UE. For the second one-hop path, there are two peer RLC/MAC/PHY protocol groups. One peer RLC/MAC/PHY protocol groups corresponds the air interface between UE and relay and the other peer RLC/MAC/PHY protocol groups for the air interface between relay and gNB.
This architecture is similar with DC 3C architecture which is widely used in MR-DC cases. And from the perspective of L2 relay, RLC entities with ARQ retransmission function will only cover one air interface’s problem, which has merits of straightforward feedback, efficient retransmission and small delay of error recovery. Hence we propose: 
Proposal 1: The peer PDCP entities are located in donor gNB and UE respectively and responsible for routing.
Proposal 2: Each RLC and lower layers protocol group will be located in different paths and different hops and each protocol group peer corresponds to one air interface.
2.2. Multiple hop
In the SI of Rel-10 relay, many companies had similar evaluation results that the introduction of relay node is just to expand network coverage not to increase spectrum efficiency. In NR, especially in mmWave spectrum, very small coverage and beam operation will cause that multi-hop wireless path is needed because UE cannot connect to a wired gNB just via one-hop relay node. Meanwhile multi-hop wireless path means more resource consumption, lower spectrum efficiency and higher complexity. RAN2/1 needs to carefully evaluate the benefits and overhead of multiple-hop relay. If needed, the maximum number of hops can be concluded, e.g. 2.
Proposal 3: RAN2/1 is kindly requested to evaluate the benefits and overhead of multiple-hop relay scenarios and conclude the maximum number of hops, e.g. 2.
3. Conclusion 

This paper discusses wireless backhaul scenarios and related network architecture, and we have the following proposals:
Proposal 1: The peer PDCP entities are located in donor gNB and UE respectively and responsible for routing.
Proposal 2: Each RLC and lower layers protocol group will be located in different paths and different hops and each protocol group peer corresponds to one air interface.
Proposal 3: RAN2/1 is kindly requested to evaluate the benefits and overhead of multiple-hop relay scenarios and conclude the maximum number of hops, e.g. 2.
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