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1 Introduction

Based on SID RP-170148, one key objective of IAB is to support multi-hop architecture
· Initial Access and Route Discovery/Management [RAN2, RAN1]

 
Mechanisms for integration of new TRPs carrying integrated backhaul and access functionalities

 
Mechanisms for discovery and management of backhaul links for the connected TRPs with integrated backhaul and access links
 
Note: support of these functionalities should strive for a common framework with access links
· Single-hop/multi-hop connectivity, topologically redundancy, and topology management[RAN2, RAN3]

 
Protocol stack and network architecture design (including interfaces between rTRPs) considering operation of multiple relay hops between the anchor node (e.g. connection to core) and UE 

 
Mechanism for topology management for multi-hop and redundant connectivity

 
Control and User plane procedures for supporting forwarding of traffic across one or multiple wireless backhaul links

· Low latency route discovery and route switching [RAN2] 

 
Signalling and procedures to accommodate dynamic route selection (faster than present RRC handover time scales) and transmission of latency-sensitive traffic across backhaul links. 
This contribution addresses the details for the support of redundant routes.
2 Discussion
2.1 Support redundant routes for access link
To support redundant routes for access link, it means that for the same data flow, it requires to use more than one connection to serve the UE. Therefore, in case one connection breaks, the other connectivity can be used as backup solution. Considering the following requirement

· Low latency route discovery and route switching [RAN2] 

 
Signalling and procedures to accommodate dynamic route selection (faster than present RRC handover time scales) and transmission of latency-sensitive traffic across backhaul links. 
The multiple connections should exist before the link quality becomes worse, so it is aligned with the 0ms interruption time requirement. Re-screening the available 3GPP toolbox, dual-connectivity is the appropriate one to achieve the objective, i.e., using split bearer for packet duplication. In this way, different relay nodes are seen as slave node(s) from UE perspective.

Proposal 1 Relay node(s) provides redundant route to UE with dual-connectivity framework.

2.2 Support redundant route for backhaul link

With the multi-connectivity on access link to provide redundant route, the left problem is how for the relay node to get the data packet from anchor node, with the benefit of redundant route as well. To dig into this problem, the following figure is given to illustrate the scenario:
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Figure 1 Redundant route for backhaul link

As shown in Figure 1, the objective is to deliver the data flow to relay node 4, and an intermediate relay node 1 can utilize two paths to achieve that:

· One is the direct path from node-1 to node-2;

· The other is the relayed path from node-1 to node-3 to node-2;

To satisfy the redundant route requirement, both routes should be used. In order to achieve that, the packet has to be duplicated and sent via the two paths. Combine with the architecture discussion paper [xxx], the packet duplication can be done via PDCP PDU duplication, in order to align the work for the on-going URLLC / HRLLC topic. With respect to how the PDCP duplication is to be done, there are two aspects to consider:

· The duplication can start from either anchor node or relay node-1;

· The duplication can stop at either relay node-2 or relay node-4;

Considering that the duplication is to provide robustness on the red/blue hop instead of the purple hop (which relies on ARQ to provide lossless transmission), it is preferred to start the duplication at node-1 and stop at node-2.

Proposal 2 The routing functionality between relay nodes supports PDCP PDU duplication for transmission and duplication detection for reception.
Furthermore, for the connection between node-2 and node-3, another problem is in which way to establish the connection:
Alt-1: node-2 connects with node-3 via Uu, i.e., node-2 acts as UE of node-3

Alt-2: node-2 connects with node-3 via PC5, i.e., node-2 and node-3 are both UE of node-1

If Alt-1 is applied, and if assume node-1 and node-2 are also connected via Uu, it implies that one UE of node-1 (i.e., node-3) is a gNB of another a UE of node-1 (i.e., node-2). Re-screening the 3GPP tool, it means that to impose another layer of relaying in the relaying network, which would further complicate the architecture. So it is proposed to go for Alt-2.

Proposal 3 Relay nodes can connect via PC5 to implement the routing functionality.

3 Conclusion
. Based on the discussion in section 2, we propose:
Proposal 1
Relay node(s) provides redundant route to UE with dual-connectivity framework.
Proposal 2
The routing functionality between relay nodes supports PDCP PDU duplication for transmission and duplication detection for reception.
Proposal 3
Relay nodes can connect via PC5 to implement the routing functionality.
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