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1 Introduction

In RAN2 #97bis meeting, it was agreed:

Agreements 
1
NR/NR DC should support that different QoS flows of the same PDU session can be mapped to MgNB and SgNB. 

2
In the case of NR/NR DC where different QoS flows of the same PDU session are mapped to MgNB and SgNB then there is one SDAP entity in the MgNB and one in SgNB for that PDU session.

RAN2 understand that support of this behaviour is still under discussion on SA2
In RAN2 #ah2 meeting, it was agreed:
Agreements:

1
At SN addition and at new PDU session establishment then MN makes the decision which QoS flows are moved SN
FFS Whether the SN can reject the movement of a QoS flow.

2
Irrespective of which node makes the decision of where a QoS flow is mapped (to MN or SN) then RAN2 will aim that the RRC signalling is the same.

Agreements

1:
The MN makes the decision to move ongoing/existing QoS flows to the SN (this agreement does not imply whether the QoS flow is moved by moving a single flow or by moving a whole bearer).

FFS Whether MN or SN takes the decision for flows being moved from SN to MN.

2:
The SN can reject the addition of a QoS flow, and inform the MN.

3:
The DRB level offloading (i.e. offloading all QoS flows of a DRB) is supported between the MN and SN.

FFS: The QoS flow level offloading between the MN and SN, and if supported then whether lossless handover can be supported.

4:
The lossless handover user plane procedure could be reused for DRB level offloading, if mapping is maintained in the target node.

FFS: If the case where mapping is not maintained can support lossless handover

5:
The SN is responsible for the DRB management  (e.g., setup, modify, release) of SCG/SCG-split bearers, and the QoS flow -> DRB mapping at the SN

In RAN2 #99 Berlin meeting, the related agreements are:
RAN2#99 Berlin, August, 2017Agreements

1:
SN can request to move a QoS flow(s) from SN to MN. MN can accept or drop the moved flow (but cannot reject the move)

2:
QoS flow level offloading between the MN and SN is supported in NR.

=>
FFS if a single SDAP entity is present in the UE for DC case.  An editor’s note will be added in the next revision

=>
The draft TS is endorsed

=>
For UL, one QoS flow for the PDU session is mapped onto only one data radio bearer at a time

=>
The procedure in 4.4 should only focus on the function and not mention headers

=>
UE controlled AS reflective mapping deactivation is not supported

=>
The Source gNB should transfer the current QoS flow to DRB mapping applied in the UE to the target gNB during handover procedure

In this contribution, we will discuss ….
2 Discussion

2.1 Stage 2 procedure for DRB level and QoS level offloading
In LTE, SeNB modification procedure is specified to modify, establish or release bearer contexts, to transfer bearer contexts to and from the SeNB or to modify other properties of the UE context within the same SeNB. The SeNB modification procedure may be initiated either by the MeNB or by the SeNB:
· The MeNB uses the procedure to initiate configuration changes of the SCG within the same SeNB, e.g. the addition or release of SCG SCells, the addition, modification or release of SCG bearer(s) and the SCG part of split bearer(s) and to trigger PSCell change involving PSCell release
· The SeNB can use SeNB modification procedure to perform configuration changes of the SCG within the same SeNB, e.g. to trigger the release of SCG SCell(s) (other than PSCell), SCG bearer(s) and the SCG part of split bearer(s) (upon which the MeNB may release the bearer or reconfigure it to an MCG bearer), and to trigger PSCell change
For NR DC, we have agreed that the DRB level offloading and QoS level offloading between MN and SN are supported. In general, the SeNB modification procedure can be used as baseline to achieve the both QoS level offloading and DRB level offloading between MN and SN. We can name it SgNB modification procedure which is in principle the same as SeNB modification.
Note that we also agreed that the SN is responsible for DRB management, e.g., modification, update and release of SCG/SCG-split bearers. For DRB level offloading, when MN initiate the SgNB modification procedure, e.g., addition, modification or release of SCG bearer(s), it has to know the DRB configurations in the SN side which may some forms of Xn signalling. For QoS level offloading, it’s agreed that MN makes the decision which QoS flows are moved to SN when the SN is added and/or new PDU session is established, so MN is aware of the QoS flows in the SN size which does not need Xn signalling to report the QoS flow information from SN to MN. 
Proposal 1 SeNB modification procedure in LTE DC can be used as a baseline to achieve both QoS level and DRB level offloading between MN and SN in NR DC, which can be named as SgNB modification procedure.
Proposal 2 For DRB offloading, when MN initiate SgNB modification procedure, MN should be aware of the DRB configurations at SN side through some forms of Xn signalling.

2.2 Lossless handover for DRB level and QoS level offloading
For DRB level offloading, It’s agreed that lossless handover user plane procedure can be used:
4:
The lossless handover user plane procedure could be reused for DRB level offloading, if mapping is maintained in the target node.

FFS: If the case where mapping is not maintained can support lossless handover

To achieve “lossless handover”, which is understood as “lossless, in-sequence and no duplication”, the target node should maintain the same mapping between QoS flows and DRB as the source node. For DRB level offloading from MN to SN, the mapping between QoS flow and DRB should also be notified to SN through Xn signalling and vice versa. For the FFS, if the mapping is not maintained in the target node, the lossless handover can not be achieved. As an example shown in the following figure, QoS flow 1 and QoS flow 2 are mapped to DRB 1 in the MN side, and DRB 1 is offloaded from MN to SN in which QoS flow 1 is mapped to DRB1 and QoS flow 2 is mapped to DRB 2. Those PDCP SDU with SN allocated will be forwarded to SN and still be transmitted in DRB1, however, new data without SN from QoS flow 2 will be transmitted through DRB 2 which may have higher priority than DRB 1. In this case, the in-sequence delivery of the same flow can not be guaranteed.
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Proposal 3 For DRB level offloading, the QoS flow to DRB mapping should be maintained in the target node to achieve lossless handover.
For QoS level offloading, it’s agreed:
2:
QoS flow level offloading between the MN and SN is supported in NR.
FFS: The QoS flow level offloading between the MN and SN, and if supported then whether lossless handover can be supported
The lossless requirement depends on the requirement of the specific QoS flow being offloaded. Based on the QoS requirement of the QoS flow, if it requires in-sequence without duplication delivery to upper layer, the lossless should be ganranteed when QoS flow offloading happens. Detail solutions should be discussed in stage 3. If QoS flow does not require in-sequence without duplication delivery to upper layer, lossless handover is not needed.

Proposal 4 For QoS level offloading, lossless handover is supported for QoS flow requiring in-sequence without duplication delivery to upper layer. Detail solutions should be discussed in stage 3.

2.3 Number of SDAP entity in UE side

There is an FFS from RAN2 #99 meeting regarding the SDAP entity in UE side for NR DC case:

=>
FFS if a single SDAP entity is present in the UE for DC case.  An editor’s note will be added in the next revision

For DC case, there are two options for the number of SDAP entity in the UE side for a PDU session:

· Option 1: two SDAP entities which are corresponding to MN and SN respectively;

· Option 2: A single SDAP entity which is corresponding to both MN and SN;

With option 1, it should be feasible to make the UE differentiate which SDAP entity the packet should be delivered. However, it may requires extra operations in the UE side, e.g., when DRB level offloading from MN to SN is performed, the UE has to update the QoS flow to DRB mapping for these two SDAP entities.

For option 2, the QoS flow to DRB mapping maintains in a single SDAP entity for both MN and SN in the UE side for a PDU session. The operation in the SDAP layer is performed in the SDAN entity no matter whether DC is configured or not, which makes the UE operation simpler than option 1.
Proposal 5 A single SDAP entity is configured for a PDU session for DC case.
2.4 DRB ID assignment
In LTE, it’s MN to assign the DRB ID in both MN and SN so the DRB ID is unique per UE. In NR, we have agreed the SN is responsible for the DRB management as follows:

The SN is responsible for the DRB management (e.g., setup, modify, release) of SCG/SCG-split bearers, and the QoS flow -> DRB mapping at the SN
For NR DC, the DRB ID should be unique per UE as that in LTE. Given the above agreement, there are in general two options to have unique DRB ID per UE:

· Option 1, each time when SN setup, modify or release SCG/SCG-split bearers, it has to inform MN by Xn signalling at least for the DRB ID coordination;

· Option 2, each time when SN setup, modify or release SCG/SCG-split bearers, the related operation on DRB ID should be based on a DRB ID range which is pre-allocated by MN;

For option 1, actually it aligns with the LTE DC operation regarding DRB ID assignment for which the MN assigns DRB ID for both MN and SN. However, in NR DC, it may need some forms of Xn signalling each time when DRB is updated in SN side in order to have unique DRB ID per UE. For option 2, SN manages the DRB ID by itself, however, it needs MN to assign a DRB ID range, e.g., when the SN is newly added with SN addition procedure, in order to have unique DRB ID per UE. As a UE vendor, we don’t have strong opinion on these two options, but suggest RAN2 to further discuss it.
Proposal 6 The DRB ID should be unique per UE for NR DC.

Proposal 7 RAN2 is asked to discuss how to assign the DRB ID in the SN side.

3 Conclusion

Based on the discussion in section 2 we propose the following:
Proposal 1
SeNB modification procedure in LTE DC can be used as a baseline to achieve both QoS level and DRB level offloading between MN and SN in NR DC, which can be named as SgNB modification procedure.
Proposal 2
For DRB offloading, when MN initiate SgNB modification procedure, MN should be aware of the DRB configurations at SN side through some forms of Xn signalling.
Proposal 3
For DRB level offloading, the QoS flow to DRB mapping should be maintained in the target node to achieve lossless handover.
Proposal 4
For QoS level offloading, lossless handover is supported for QoS flow requiring in-sequence without duplication delivery to upper layer. Detail solutions should be discussed in stage 3.
Proposal 5
A single SDAP entity is configured for a PDU session for DC case.
Proposal 6
The DRB ID should be unique per UE for NR DC.
Proposal 7
RAN2 is asked to discuss how to assign the DRB ID in the SN side.
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