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1 Introduction
[bookmark: _Ref178064866]In the 3GPP RAN Plenary #75 meeting, a new work item on NR access technology was launched. One of the objectives of this WI is to specify the mobility in RRC_INACTIVE [1], where the RRC_INACTIVE is a newly defined RRC state for NR. According to [2], RRC_INACTIVE can be characterized as follows:
	•	RRC_INACTIVE:
-	Broadcast of system information;
-	Cell re-selection mobility;
-	5GC - NG-RAN connection (both C/U-planes) is established for UE;
-	The UE AS context is stored in at least one gNB and the UE;
-	Paging is initiated by NG-RAN;
-	DRX for NG-RAN paging configured by NG-RAN;
-	RAN-based notification area (RNA) is managed by NG- RAN;
-	NG-RAN knows the RNA which the UE belongs to.



During RAN2 #98 and #99 meetings, the following agreements about the RRC_INACTIVE state have been reached [3][4][5]: 
	Agreements
· Define RRC_INACTIVE as a new RRC state in NR.
· A UE in RRC_INACTIVE notifies the NR RAN of RAN-based location area update (RLAU) via a resume procedure when re-selecting to a cell not belonging to the configured RAN-based notification area (RNA) and periodically.
· Connection resume message will include information that can at least indicate RAN area update. Inclusion of information to enable access control is not precluded.
· NR will support C-RNTI (unique within a cell) and A-RNTI (unique with an area larger than or equal to a cell). A-RNTI is longer than C-RNTI.
A-RNTI is used to identify the node that holds the UE context and the UE context.
FFS: Name A-RNTI



In this contribution, we discuss the problem upon mobility in RRC_INACTIVE in NR. Specifically, the RAN-based location area update (RLAU) procedure for UE in RRC_INACTIVE.
2 Discussion
2.1 Challenges upon RAN-based location area update procedure
A UE in the RRC_INACTIVE state is known to the network at the RAN notification area (RNA or NA) level, where a NA consists of a single or multiple cells and the Xn interface might be needed between the anchor gNB and other gNBs. When the UE stays within the NA, the UE needs to periodically update its location but without triggering the relocation of the anchor gNB. When the UE leaves the NA, the UE needs to update its location to the network by performing the RAN-based location area update (RLAU) procedure and the anchor gNB may be relocated if the UE stays in RRC_INACTIVE state. 

Prior contributions show that RRC_INACTIVE has many similarities compared to LTE light connection [6]. Thus, the legacy procedure of RAN-paging area update in the LTE light connection should be studied and could be considered as a baseline design. The RLAU procedure by adopting the RAN-paging area update procedure in LTE light connection is shown in Figure 1.

[image: H:\NSA\RAN2 contributions\RAN2#97bis\RAN area update figures\RAU from Light Connected.png]
[bookmark: _Ref489537115]Figure 1: NA update by adopting the RAN Paging Area update in LTE Rel-14 Light Connection [5].

It can be observed from Figure 1 that with the legacy LTE procedure, the UE is required to fully enter RRC_CONNECTED and then go back to RRC_INACTIVE only for completing a RLAU procedure (no data transmission). Note that UE entering RRC_CONNECTED during RLAU will lead to more power consumption, and more signaling overhead, including the RRC signaling overhead, the signaling overhead over CN-RAN interface, and the signaling process overhead at the core network, etc. Therefore, there exists a large space to improve the legacy LTE procedure, and proper RLAU design for NR is desired.


Observation 1	Legacy RAN-paging area update procedure in LTE light connection requires UE to enter RRC_CONNECTED state and thus has larger signaling overhead.

Up to the latest RAN2 meetings, some schemes have been proposed to improve the RLAU procedure for NR [6] - [8]. In these schemes, the RLAU procedure can be accomplished without UE state transition, only when the Xn interface exists between the anchor gNB and the target gNB. As for the case of no Xn interface between anchor and target gNBs, the UE still needs to fully enter RRC_CONNECTED state to complete RLAU, same as the legacy LTE procedure. Therefore, it is inevitable to further optimize the RLAU procedure so that the RLAU can be finished with less signaling overhead, less power consumption, and lower requirement on the Xn interface topology.

Observation 2	With prior arts, the RLAU procedure can be accomplished without UE state transiton if the Xn interface exists between the anchor gNB and the targe gNB. 
Proposal 1        RLAU procedure needs to be improved for NR so that it can be accomplished with less signaling overhead, less power comsumption, and lower requirement on the Xn interface topology.

2.2 RLAU procedure design with multiple NA configuration
In this section, we discuss a possible RLAU procedure design scheme. In general, this scheme is realized by configuring multiple NAs for the UE. These configured multiple NAs will form a larger NA with lower requirement on the Xn topology. The UE can move within this larger area performing RLAU without triggering the state transition, result in less signaling overhead and lower power consumption.

 (A)	Anchor gNB configures multiple NAs for the UE, with UE context pre-deployed in multiple NAs to form a larger NA for this UE.
When the UE enters the RRC_INACTIVE state or the anchor gNB is relocated, the anchor gNB could configure multiple NAs for the UE, so that the UE can complete the RLAU procedure without state transition when moving among these NAs. 
First, according to the UE’s moving speed and trajectory, the anchor gNB selects several head gNBs and delivers the UE context to these head gNBs, where each head gNB will configure its own NA. As shown in Figure 2, within each NA, there is only one head gNB, which has Xn interface with all the other gNBs in the same NA. Between different NAs, Xn interface is only required between the anchor gNB and head gNB. The head gNB has the UE context delivered from the anchor gNB, while only the anchor gNB has the CN-RAN connection for the UE. 
Next, the anchor gNB gets back the area information of those configured NAs through Xn interface, including A-RNTIs, which are used to identify the anchor/head gNB and the associated UE context. As such, the UE context has been pre-deployed in nearby head gNBs, and multiple NAs have been configured for this UE.
Then, after multiple NA configuration, the anchor gNB will deliver the information of the configured NAs to the UE. Specifically, the messages of A-RNTI and ranAreaInformation of the configured NAs will be involved in the RRCConnectionSuspend message and delivered to the UE. (Note that the NCC is also involved in RRCConnectionSuspend message for deriving new keys [6])
[image: ]
[bookmark: _Ref477795956]Figure 2: Illustration of multiple NA configuration

Proposal 2       The anchor gNB can configure multiple NAs for the UE by pre-deploying the UE context in the head gNBs of multiple NAs. The configured multiple NAs can be regarded as a larger NA for the UE with lower requirement on the Xn interface topology. 
Proposal 3       The UE obtains the information of the configured multiple NAs, including A-RNTIs and ranAreaInformations from the anchor gNB.

(B)	When the UE in RRC_INACTIVE state enters a pre-configured NA, it is the anchor gNB who decides whether to relocate anchor gNB.
When the UE enters one of the pre-configured NAs, it will send the RRCConnectionResumeRequest message, which contains its selected A-RNTI corresponding to this new NA, to the target gNB to trigger the RLAU execution. Note that the target gNB may be or may not be the head gNB of the new NA. 
· If the target gNB is the head gNB of the new NA, the target gNB can directly verify the UE context stored locally according to the received A-RNTI.
· If the target gNB is not the head gNB of the new NA, the target gNB will forward the RLAU request (including the selected A-RNTI to its head gNB, and the head gNB then verifies the UE context stored locally according to the received A-RNTI.
After verifying the UE context, this head gNB will forward the NA update request to the anchor gNB, involving the A-RNTI corresponding to the anchor.

Proposal 4       When the UE enters a pre-configured NA, it will initiate the RLAU procedure by sending RRCConnectionResumeRequest to the target gNB, which contains the A-RNTI corresponding to the current NA. After verifying the UE context, the head gNB will forward the NA update request to the anchor gNB, based on the A-RNTI corresponding to the anchor gNB. 

Then the anchor gNB can verify the UE context stored locally according to the received A-RNTI and decide whether to relocate the anchor gNB.

-	Case 1: the anchor gNB decides to relocate the anchor gNB
(i) The anchor gNB will inform the head gNBs of pre-configured NAs to release the UE context (except for the head gNB which forwards the RLAU request to the anchor).
(ii) Then, the anchor gNB will indicate the head gNB, which forwarded the RLAU request to the anchor, to relocate the anchor to the head gNB itself.
(iii) After receiving the relocation indication, this head gNB will enable path switch to change the CN-RAN connection for the UE to itself. After having the CN-RAN connection for the UE, this head gNB becomes the (new) anchor gNB. The (new) anchor gNB will inform the old anchor gNB to release its locally stored UE context.
(iv) Next, the (new) anchor gNB can configure (new) multiple NAs for the RRC_INACTIVE UE if needed, with the same procedure introduced in part (A). 
(v) Then, the (new) anchor gNB will deliver the related information of the (newly) configured NAs to the UE directly or forwarded by the target gNB, depending on whether the target gNB is the (new) anchor gNB or not.

-	Case 2: the anchor gNB decides to keep the anchor gNB
(i) The anchor gNB will indicate the head gNB, which forwarded the RLAU request to the anchor, to keep the anchor gNB unchanged.
(ii) This head gNB will forward the information of keeping anchor gNB unchanged to the UE directly or forwarded by the target gNB, depending on whether the target gNB is the head gNB or not.

[bookmark: _Hlk489629326]Proposal 5        It is the anchor gNB who decides whether to relocate anchor gNB. If the anchor gNB decides to relocate the anchor, the current head gNB becomes the new anchor gNB and can configure new NAs if needed.



In the following, we use several exemplary signaling flows for the scenario shown in Figure 3, to illustrate the RLAU scheme described above.
[image: ]
[bookmark: _Ref489882742]Figure 3: Scenario of UE moving across NAs, where the 1st detected gNB in NA2 is not the head gNB



The signaling flow corresponding to the scenario shown in Figure 3, with Case 1, where the anchor gNB (gNB1) decides to relocate the anchor gNB to gNB2, is shown in Figure 4.


[bookmark: _Ref489621800]Figure 4: Signaling flow of RLAU procedure, corresponding to scenario of UE moving across NAs, where the 1st detected gNB in new NA is not the head gNB, with anchor gNB relocation.

The signaling flow corresponding to the scenario shown in Figure 3, with Case 2, where the anchor gNB (gNB1) decides to keep the anchor gNB unchanged, is shown in Figure 5.



[bookmark: _Ref489621948]Figure 5: Signaling flow of RLAU procedure, corresponding to scenario of UE moving across NAs, where the 1st detected gNB in new NA is not the head gNB, without anchor gNB relocation.

In summary, with such multi-NA configuration, the UE can accomplish the RLAU procedure without state transition within a larger NA, and with lower requirement on the Xn topology. Specifically, between different NAs within the larger NA, the Xn interface is only needed between the head gNB and anchor gNB, instead of the Xn interface requirement between any gNBs to the anchor gNB. This configured larger NA is UE-specific and could be updated with RLAU procedure. By avoiding state transition during RLAU, the signaling overhead over the Uu interface, over the CN-RAN interface, and the signaling process overhead at the CN can be greatly reduced, and the UE can save more power without state transition, as well.

Proposal 6        By configuring a larger NA, the UE can finish the RLAU procedure without state transition and with lower requirement on the Xn topology. Both the signaling overhead and the power consumption can be reduced.
3 Conclusion 
The followings have been observed:
Observation 1    Legacy RAN-paging area update procedure in LTE light connection requires UE to enter RRC_CONNECTED state and thus has larger signaling overhead.
Observation 2    With prior arts, the RLAU procedure can be accomplished without UE state transiton if the Xn interface exists between the anchor gNB and the targe gNB.
The followings have been proposed:
Proposal 1	RLAU procedure needs to be improved for NR so that it can be accomplished with less signaling overhead, less power comsumption, and lower requirement on the Xn interface topology.
Proposal 2	The anchor gNB can configure multiple NAs for the UE by pre-deploying the UE context in the head gNBs of multiple NAs. The configured multiple NAs can be regarded as a larger NA for the UE with lower requirement on the Xn interface topology.
Proposal 3	The UE obtains the information of the configured multiple NAs, including A-RNTIs and ranAreaInformations from the anchor gNB.
Proposal 4	When the UE enters a pre-configured NA, it will initiate the RLAU procedure by sending RRCConnectionResumeRequest to the target gNB, which contains the A-RNTI corresponding to the current NA. After verifying the UE context, the head gNB will forward the NA update request to the anchor gNB, based on the A-RNTI corresponding to the anchor gNB.
[bookmark: _In-sequence_SDU_delivery]Proposal 5	It is the anchor gNB who decides whether to relocate anchor gNB. If the anchor gNB decides to relocate the anchor, the current head gNB becomes the new anchor gNB and can configure new NAs if needed.
Proposal 6       By configuring a larger NA, the UE can finish the RLAU procedure without state transition and with lower requirement on the Xn topology. Both the signaling overhead and the power consumption can be reduced.
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