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[bookmark: _Ref483927698]Introduction
In the RAN2#99 meeting the following agreements were made in the UP session (stage 3) regarding the pre-processing for UL data split of split bearer:
=>	The UE is allowed to pre-process data for split bearer before a request from lower layers is received and is allowed to submit to lower layers before a request is received.  A restriction on bad UE behaviour or a requirement on proper behaviour will be added.  FFS how to capture it (e.g.  capture how avoid bad UE behaviours related to which PDCP SN are sent to the RLC and not transmitted at the end and whether and how to capture a pre-processing limit) 
In this contribution we address this limitation by suggesting a metric to be used for this purpose.
Discussion
[bookmark: _Ref481312399][bookmark: _Ref485154928]Unlike in legacy LTE, the above agreement allows pre-grant routing and full pre-processing of MAC SDUs “ready-to-go” in memory (as opposed to pointer-based association [1][2]) e.g. based on data arrival. Routing is based on the buffer status evaluated at the time of split: data below threshold is routed to main leg, data above threshold to other leg. This solution has the lowest complexity but, different from LTE, results in an unpredictable amount of pre-processed data in the buffers of both RLC entities, if fully left to UE implementation. Since these are accounted in the buffer status reports, this may result in 1) imbalanced status reports across UEs for the same channel and traffic conditions, and 2) would influence the network on delivering grants based on UE’s choice of data pre-routing. In order to avoid this, it was agreed to limit this amount of pre-processed data, but no metric was discussed for how to implement this limitation in practice.
There are two options for imposing this limit to UEs: hard-written in the specification or configurable by the network. Since, as discussed above, one key concern of the pre-processing is how it influences the network on delivering grants, it seems reasonable that the pre-processing limitation is configured by the network.
Proposal 1: The limitation on the amount of pre-routing and pre-processing is configured by the network.
Regarding the metric, a very first idea consists in limiting the amount of pre-processed bytes of the split bearer in each leg. However, that would be too rough and would not address the specifics of each logical channel. For example, a high data rate logical channel will likely need to pre-process more bytes than a low data rate logical channel. Therefore, a solution that best maps each logical channel’s amount of data served by a receiving UL grant should be selected.
Proposal 2: The limitation on the amount of pre-routing and pre-processing is configured for each logical channel independently to best map each logical channel’s amount of data served by a receiving UL grant.
In DC split bearer, separate token bucket modeling applies, where each logical channel maintains its own token bucket independently, and each leg is configured with its own PBR. Since the PBR in each leg is the amount of bytes that is served by Step 1 of the LCP, it is logical that it is used as a metric for restricting the amount of pre-processed data. Thus we propose that network configures for each logical channel a parameter preprocessingLimit that configures the maximum amount of data that can be pre-routed/pre-processed with the granularity of the logical channel’s PBR. In other words, a UE is allowed to pre-route/pre-process preprocessingLimit(j) x PBR(j) bytes for logical channel j. Figure 1 illustrates this approach.
Proposal 3: Network configures for each logical channel the maximum amount of data that can be pre-routed/pre-processed with the granularity of the logical channel’s PBR.
Note in case the PBR of a logical channel is set to “infinity” it is FFS if no pre-processing limit applies or if some very maximum would still be needed.  


[bookmark: _Ref494017919]Figure 1: Pre-processing limitation based on the PBR
Conclusion
In this contribution, we propose a solution for limiting the amount of UE pre-processing for the split bearer, according to the following proposals:
Proposal 1: The limitation on the amount of pre-routing and pre-processing is configured by the network.
Proposal 2: The limitation on the amount of pre-routing and pre-processing is configured for each logical channel independently to best map each logical channel’s amount of data served by a receiving UL grant.
Proposal 3: Network configures for each logical channel the maximum amount of data that can be pre-routed/pre-processed with the granularity of the logical channel’s PBR.
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