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Introduction
ECN has been specified in TS36.300 since a few years back, the specification text in section 11.6 is suggested to be included also in TS38.300 with the addition that ECN support is also included in L2 user plane protocols. 
This paper suggests to efficiently support ECN in NR with the addition of ECN bits in the headers of L2 user plane protocols. This makes it possible to ECN mark RLC PDUs when congestion is detected on the RLC layer. The paper explains why such a modification is beneficial for the performance of NR.
[bookmark: _Ref178064866]Discussion
Background to ECN
ECN (Explicit Congestion Notification) is a technology that has been available for quite a while, its present semantics is specified in RFC3168 [2]. The main feature with ECN is that IP packets are marked instead of discarded by congested nodes, with congested nodes is meant for instance wireline switches or wireless access points that begin to queue up packets because the incoming data rate is higher than the outgoing ditto. The obvious benefit with ECN is a lower (almost zero) packet loss, which will significantly reduce the number of retransmissions, which is highly beneficial e.g. for interactive applications and real-time video.
ECN is transport protocol agnostic. While the ECN marking is done on the ECN bits in the IP header, the actual feedback of the ECN marking in performed by the transport protocols, thus no dedicated reverse in-band or out-of-band signaling channel on the IP layer or below is needed to manage the feedback for the ECN information to the transport protocol sender. ECN support is specified for TCP, RTP/UDP and SCTP, ECN support for QUIC is also work in progress [8]. 
Transport protocol reaction to ECN is to reduce the sending rate, the default action specified in [2] is to reduce the sending rate in a manner like the action if packet loss occurs. Absence of ECN marked packets is taken as an indication that it is possible to increase the sending rate. This means that ECN is a mechanism that operates throughout the connection lifetime, not just only at the beginning of the connection. 
L4S (Low Loss Low Latency Scalable throughput) is a novel technology, with its origin in data center transport technology, that can give very low latency even at high bitrates and network load levels, the concept is briefly presented in [4]. Services that can exploit L4S include for instance 360 Video and Virtual Reality, one key property with L4S is that the amount of data in the network (i.e. in flight) is kept at a minimum level, this gives additional benefits during e.g. handover because less data needs to be re-routed or discarded. L4S exploits ECN marking in a different way than specified in [2]. This to achieve high link utilization with low queue latency, the details of this is currently standardized in IETF.
Because the ECN bits are defined in the IP header, no deep packet inspection is needed, therefore ECN can also work over IPsec tunnels as copying of the ECN bits between inner and outer IP headers is defined in [1].
ECN has for a long while had a relatively slow pickup, mainly because it has been difficult to claim large benefits with ECN, for instance large file transfers do benefit very little from ECN support. The trend is however pointing at a larger use of internet services that are highly interactive. The user experience of interactive services is highly depending on a timely delivery of objects. In many cases, a lost packet in the transport layer leads to extra delay on the application layer due to retransmission. Today Apple enables ECN as default for their services and 50% of their devices connected by Ethernet or WiFi [5] as well as devices connected to the mobile data service of T-Mobile, Three and Telstra [6]. Studies of ECN-readiness of servers shown continual increase, with the latest reaching 70% [7] (2014 data).
Novel technology like L4S requires efficient and prompt ECN marking of packets for its function. The reasons are twofold
1. Prompt ECN marking is required to quickly react to growing queues.
2. L4S relies on measuring the amount of ECN marked packets, the transport protocol sending rate is finely adjusted based on this information. This property is exploited to make it possible for the transport protocols to quickly increase the sending rate, to avoid problems with sending rate overshoot and increased delay, it is thus instrumental that the measured amount of ECN marked packet is as fresh as possible.
In addition, the suggested change addresses the remaining issue #1 in an LS on ECN from IETF [3].
ECN operation in LTE
In this section we present the typical ECN operation in LTE. In Figure 1 a typical setup is shown. First of all, it should be noted that packets are queued on the IP layer. This decision is left for implementation, but this is the typical setup. At 1 the eNB detects congestion and the eNB sets the ECN bits of the first IP packet in the queue before transmitting it. How the eNB decides congestion has occurred and sets the ECN bits is left for eNB implementation, but typical triggers can be queueing time or queue length. The eNB can set the ECN bits because the IP packets have not yet been ciphered by PDCP. At 2 the ECN marked IP packets are received in the IP layer of the UE and the ECN markings are echoed back to the server, as application or transport layer feedback. At 3 the server takes the corresponding action, e.g. reduces the sending rate.
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[bookmark: _Ref490206371]Figure 1 – ECN operation in LTE
[bookmark: _Toc490207039]In LTE, the eNB can set the ECN bits of the first IP packet in the queue.
ECN operation in NR
For ECN operation in NR we present two solutions.
Solution 1
In this solution the baseline from LTE is reused. This implies that very little standardization needs to be done. However, due to some of the differences in the operation between NR and LTE, we think the performance would be worse than in LTE. One such difference is where the packets are queued. Due to the tight timing requirements in NR and the redesign of the user plane stack we can expect packets to be queued at the RLC layer. Figure 2 shows a typical scenario. At 1 the gNB detects congestion. Similar to LTE, it is out of scope how this done, but similar triggers can be reused. However, as the packets in the queue have been ciphered by PDCP, it is not possible for the gNB to set the ECN bits of the first IP packet in the queue. Instead the gNB must set the ECN bits of the next arriving IP packet which ends up last in the queue. At 2 the ECN marked IP packets are received in the IP layer of the UE and the ECN markings are echoed back to the server, as application or transport layer feedback. At 3 the server takes the corresponding action, e.g. reduces the sending rate.
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[bookmark: _Ref490206411]Figure 2 – ECN operation in NR, solution 1
The key difference between solution 1 and LTE operation is that the ECN indication ends up at the end of the queue in the gNB, while in LTE the ECN indication is put at the front of the queue. This means that the ECN indication may take longer time to reach the server as the gNB has to transmit all the non-marked packets before transmitting the marked packet.
[bookmark: _Toc490207040]If ECN is operated in NR similar to how it is done in LTE the ECN indication may take longer time to reach the server.
Solution 2
In this solution we address the shortcomings of solution 1 to ensure we can mark the IP packets in the front of the queue, shown in Figure 3. This requires that the ECN indication is carried on RLC layer from the gNB to the UE. Similar to solution 1 we expect packets to be buffered on RLC layer. At 1 the gNB detects congestion on the RLC layer. The gNB sets an ECN bit in the header of the first RLC PDU. At 2 ECN marked RLC PDUs are received and RLC SDUs plus ECN bits are passed to PDCP which sets the ECN bits in the IP packet after deciphering. At 3 the ECN marked IP packets are received in the IP layer of the UE and the ECN markings are echoed back to the server, as application or transport layer feedback. At 4 the server takes the corresponding action, e.g. reduces the sending rate.
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[bookmark: _Ref490206455]Figure 3 – ECN operation in NR, solution 2
The key difference between solutions 1 and 2 is that the ECN indication is carried in the header of the RLC PDU. This is necessary in order to get the ECN indication to the server as quickly as possible. This way, the first packet that the gNB transmits after congestion was detected will carry the ECN indication compared to solution 1 where all the unmarked packets need to be transmitted first.
[bookmark: _Toc490207041]It is possible to improve the performance in the network in the face of congestion by allowing RLC to carry the ECN indication.
Performance evaluation
It is important to establish the performance difference between solutions 1 and 2 in order to decide whether to go on with solution 2 or stick to solution 1. In this section we present a performance evaluation. The difference between solution 1 and solution 2 can be categorized as "head mark" and "tail mark". In Solution 1 the last packet of the sending queue is marked, hence "tail mark". In Solution 2 the first packet of the sending queue is marked, hence "head mark". These simulations done in LTE illustrates the difference between head mark and tail mark. The simulations are done using TCP, but the improvements are valid also for newer transport protocols. An ideal behavior is to reduce the queuing delay and jitter (i.e. spikes in queueing delay).
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[bookmark: _Ref490206503]Figure 4 - Trace of throughput, congestion window and queue delay for one single user in an LTE system with either Tail or Head ECN marking.
As can be seen from Figure 4 head marking shows a reduced queueing delay and reduced jitter. It is very important to notice that the difference may be even larger in reality, as it is here assumed that congestion indication can be immediately signaled up to the PDCP layer in the Tail marking case. For example, vRAN implementations where PDCP and lower layer (RLC and below) are in different nodes, can delay congestion signaling up to the PDCP layer, or even worse the signaling may limited due to backhaul network or processing cost issues. These limitations are likely to slow down the congestion indications further if only Tail marking is implemented. There are additional simulations presented in the annex making more detailed comparisons.
[bookmark: _Toc490207042]"Head mark" provides better performance than "tail mark".
[bookmark: _Toc490207043]"Tail mark" may perform worse if RLC and PDCP layers are implemented in different nodes.
Conclusion of the performance evaluation
As can be seen solution 2 provides better performance than solution 1. We therefore think RAN2 should proceed and standardize solution 2. A text proposal for TS 38.300 can be found further down while the stage-3 details including text proposals for RLC and PDCP can be found in [10].
[bookmark: _Toc490207044]Add support to RLC and PDCP to carry ECN indication.
[bookmark: _Toc490207045]Adopt the text proposal below.
[bookmark: _Toc489020041]Text proposal
This is the text proposal to TS 38.300.
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X.Y	Explicit Congestion Notification
The gNB and the UE support of the Explicit Congestion Notification (ECN) is specified in Section 5 of [xx] (i.e., the normative part of [xx] that applies to the end-to-end flow of IP packets), and below. ECN is beneficial especially for latency sensitive interactive applications such as chat and gaming as well as for real-time voice and video, this because loss as a congestion signal is avoided, losses that would otherwise necessitate retransmission of packets with additional application delay as a result.
ECN is supported by the user-plane protocols through carrying the ECN codepoints.
Conclusion
In section 2 we made the following observations:
Observation 1	In LTE, the eNB can set the ECN bits of the first IP packet in the queue.
Observation 2	If ECN is operated in NR similar to how it is done in LTE the ECN indication may take longer time to reach the server.
Observation 3	It is possible to improve the performance in the network in the face of congestion by allowing RLC to carry the ECN indication.
Observation 4	"Head mark" provides better performance than "tail mark".
Observation 5	"Tail mark" may perform worse if RLC and PDCP layers are implemented in different nodes.

Based on the discussion in this paper we propose the following:
Proposal 1	Add support to RLC and PDCP to carry ECN indication.
Proposal 2	Adopt the text proposal below.
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[bookmark: _Ref485047744]Annex – Additional simulations
Enhanced ECN marking to achieve near zero queue delay
As will be shown below it is also possible to use the enhanced ECN marking capability to ECN mark flows even before queues start to grow. This has been demonstrated before in [9], the outline is to increasingly ECN mark packets as the transmission resources usage is nearing 100%.
A simple simulation experiments with four different versions of congestion marking and endpoint congestion control algorithms was investigated
1. TCP Cubic, with classic ECN marking
2. TCP BBR, devised by Google. BBR is not ECN capable.
3. L4S + DCTCP. ECN marking threshold = 3ms. The DCTCP implementation is complemented with a fast increase functionality (like slow start) that makes it possible to quickly increase the congestion window in non-congested situations.
4. L4S + DCTCP with a virtual queue (VQ). As #3 but with additional ECN marking when resource usage is nearing 100%. The link bitrate is measured at 10ms intervals. A PID controller is set to a target utilization of 90%. The ECN mark probability is controlled by the PID controller. The demonstrated version of the algorithm is an initial design that is subject to further optimization and improvement. 
The Virtual Queue solution in this experiment assumes that the link bitrate is known. In a RAN scenario, the link throughput cannot be assumed to be known exactly as factors like for instance channel quality play a role, instead other metrics like for instance radio resource consumption can be used as input to the virtual queue algorithm. Typically, this radio resource information is known best on the RLC and the MAC layer, which makes it even more important to have the enhanced ECN marking capability on the RLC layer.


One user, 200Mbps bandwidth, 200MB file transfer
The first experiment runs with only one user with a 200MB file transfer over a 200Mbps bottleneck (RTT=20ms). The experiment is run in four iterations to cover the 4 congestion marking and congestion control alternatives described above.
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Figure 5 Throughput for 4 different congestion marking and congestion control alternatives.
The throughput graph shows that #1 (Cubic) and #3 (L4S-DCTCP) utilize the full bandwidth fully. #2 (BBR) is more cautious, this is attributed to the periodic 8th RTT bandwidth probing in BBR which requires a slight overhead to avoid that the queue delay becomes too large. #4 (L4S-DCTCP-VQ) reaches a 90% link utilization, which is directly in line with the target link utilization. The somewhat slower initial rate increase for #4 is because of the current implementation of the DCTCP algorithm used in the experiment, further research should make it possible to improve the initial rate increase. 
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[bookmark: _Ref489740467]Figure 6 Queue delay for 4 different congestion marking and congestion control alternatives
Figure 6 shows the queue delay for the different alternatives. Cubic gives the largest queue delay especially in the slow start phase. BBR and L4S-DCTCP give queue delays up to 4ms which is quite acceptable. L4S-DCTCP-VQ seem to give zero queue delay. A zoomed in graph is shown in Figure 7 and it confirms that the use of a virtual queue gives remarkably low (<200us) queue delays. The reason to this is of course that the flow is ECN marked before all transmission resources are depleted. This property is of special interest for instance for the congestion control of high bitrate video with demanding requirements of low latency. Video encoders are known to transmit with a bitrate that can vary greatly, especially the transmission of key frames leads to spikes in the transmitted bitrate. The virtual queue approach used here gives some extra headroom and thus makes it more likely that the key frames can be transmitted without additional queue delay. 
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[bookmark: _Ref489740475]Figure 7 Zoomed in version of Figure 6


Large file transfer with varying link throughput
The simple fixed bitrate example in previous subsection is modified such that the link bitrate varies as given by the black dotted line in Figure 8. Both BBR and L4S-DCTCP tracks the changes in throughput quite well, despite the challenging test case. L4S-DCTCP-VQ gives a slightly lower throughput due to the 90% target. Cubic has problems in tracking increased throughput, this is a direct consequence of the AIMD (Additive Increase Multiplicative Decrease) design on Cubic in congestion avoidance.  
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[bookmark: _Ref490206658]Figure 8 Link throughput in a scenario where the capacity changes
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[bookmark: _Ref489740585]Figure 9 Queue delay in a scenario where the capacity changes
Figure 9 displays the queue delays. Cubic and BBR gives the largest queue delays, especially BBR has problems to keep the queue delay low at all times and therefore builds a standing queue. L4S-DCTCP manages to avoid standing queues, the only cases where delay spikes is when the throughput decreases. VQ gives a quite low queue delay but there is likely room for improvement as it should be possible to reach a near zero queue delay in this case as well.


Large number of users
A large number of users are initiated as given by a poisson arrival process, each user transmits a 20MB file and is terminated. The link utilization over the entire 250s simulation time is roughly 30%[footnoteRef:2]. [2:  Cubic: 29.8%, BBR : 29.8%, L4S-DCTCP : 29.8%, L4S-DCTCP-VQ : 26.4%
] 

Figure 10 shows the CDF of the object download bitrates. Cubic has a few cases where the object bitrate is quite low, the reason to this is that the slow start exits and that Cubic is slow to increase the congestion window due to the AIMD property. BBR and L4S-DCTCP gives in general the highest object and most fair object bitrates, with L4S-DCTCP being slightly better than BBR (a result of the 8th RTT bandwidth probing in BBR). As expected, the L4S-DCTP-VQ gives lower object bitrates because of the 90% target of the virtual queue.
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[bookmark: _Ref489740690]Figure 10 CDF (Cumulative Distribution Function) of object bitrate
Figure 10 and Figure 11 show the CDFs of the average and 95%-tile queue delay. As expected, Cubic gives the highest queue delays. BBR and L4S-DCTCP gives roughly the same result but L4S-DCTCP is a bit better for the worst-off cases. L4S-DCTCP-VQ gives queue delays that is almost an order of a magnitude better than the alternatives, this is a direct consequence of the design approach to sacrifice some peak throughput to get a low queue delay. Similar results are also demonstrated in [9].
[image: ]
[bookmark: _Ref489740821][bookmark: _Hlk489740798]Figure 11 CDF of average queue delay
[image: ]
[bookmark: _Ref489740828]Figure 12 CDF of average 95%-ile delay
Conclusion
The experiments in this section clearly shows that it is possible to achieve very low queue delays even at very high bitrates, using a combination of techniques 
· L4S ECN marking with timely ECN marking capabilities where queues build up, or are suspected to build up soon
· DCTCP like congestion control that can exploit L4S ECN marking. This family of congestion controls is also known as being scalable.
· Virtual queue approaches that increasingly ECN marks flows as transmission resources are becoming limited.
The above functionality is possible to implement in 5G RAN and will then give the opportunity to offer bearers with very low delay, even in cases with high resource usage. 
Additional notes: 
· It is clearly shown that the enhanced ECN marking capability given by the possibility to mark packets in the head of the queue on the RLC layer with improve the ECN functionality greatly.
· The experiments with the virtual queue approach was run with very little tuning work, this indicates that it is possible to improve performance even more. 
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