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1. Introduction
The NR UL data split operation was discussed during previous RAN2 meetings. Following agreements were reached at RAN2#98 and RAN2 NR AH#2 meetings:
Agreements

=>
A configurable threshold approach is used to determine if the UE should transmit on one more than one link.   As a baseline, the buffer status is used as a threshold.  FFS if other thresholds like data rates or delay can be considered. 

=>
If below a threshold the UE transmits on one link.  When above the threshold enhancements can be considered to allow for pre-processing and link performance.

Agreements

1. The LTE threshold based mechanism is used for UL bearer split.   

2. Pre-processing is allowed in the split bearer case, similar to single carrier case.  How much pre-processing is done is left to UE implementation.   

3. 
PDCP should ensure that not more than half PDCP SN space is allocated

As detailed in our companion contribution [1], in order to allow “single connectivity like” pre-processing on NR link(s), it is needed to allow some amount of PDCP PDUs to be submitted towards NR link(s) before receiving an UL grant, or equivalently to allow some amount of lower layers (LL) buffering for NR link(s).

It could be desirable to specify a maximum amount of such LL buffering, in order to ensure a consistent and testable UE implementation of UL split bearer, and to limit the performance degradation on UL split bearer (e.g. in case one leg encounters issues).
In this contribution, we detail our view on how this could be achieved.
2. Discussion
The LTE UL Split Operation, from a UP perspective, is summarized in the Annex.

2.1. Enhanced LTE “dynamic split” with LL maximum buffering
When an UL split bearer is configured, it is important to limit the amount of data allowed to be pre-allocated on one link. 
· For a LTE link, there is a tight flow control allowing basically only a partial PDCP PDU to be buffered in lower layers (below PDCP). 
· For a NR link, we propose to extend this approach, just allowing more data to be buffered in lower layers (below PDCP). For this purpose, the specification allows a lower layers (LL) maximum buffering (per link and LC).

The main requirement for the UE is to be ready to transmit the data on time – whether pre-processing is required or not shall not be specified. “Super UEs” may be able to process the grant in real time, in which case they should be free to do it especially if it brings benefits.
Proposal 1: For UL split bearer, the specification should allow a LL maximum buffering (per LC) for NR link(s) (below PDCP)

2.2. LL Maximum Buffering minimization
For any “continuous transmission”, or “long burst of data”, the UE reports a buffer size which represents typically several times the buffering needed for transmission in 1 TTI. This is because the BSR is used to schedule data for N TTIs (in LTE the table was designed to cover 16 TTIs at maximum data rate). Also a natural TCP behaviour is that transmitter buffering will increase until host flow control or AQM mechanisms are triggered. The leads to a problem that the UE might be always required to be prepared to send up to the maximum UL grant value in a TTI – which may nearly never occur.

As a baseline, the LL maximum buffering could correspond to such maximum amount of data which may need to be transmitted in one TTI. However, as this value can typically be very high and given in practice it is not needed to buffer so much data, it would be interesting to consider an estimate of the LL maximum buffering based on actual scheduling.
One possibility is for instance to set LL maximum buffering to an expected maximum LC TTI Tput (i.e. expected maximum data which can be sent for this LC in a TTI). It can be derived from previous amount of data transmitted for the corresponding LC, using an average over previous values, and a configurable MarginFactor to allow the scheduler to increase the allocation without risking too much padding from the UE.
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Figure 1 - Expected maximum LC TTI Tput estimation

Proposal 2: The LL maximum buffering should be minimized based on previous allocations.

2.3. Routing of PDCP data

As discussed in our companion paper [1], the split operation (routing of data towards both links) can be activated when the total amount of data to be transmitted is higher than a configured split threshold. 
LTE background

It is instructive to look at the ul-DataSplitThreshold values in LTE. There is a great flexibility for the operator to configure the split for arbitrary amount of data, down to 100 Bytes and up to nearly 1MB. As a comparison, during one TTI on one CC (max 150Mbps), the maximum data transmitted per TTI is 18.75kB. The conclusion is that the SplitThreshold may need to be configured largely below or above the maximum data which can be transmitted per TTI on one link. It is important to keep this flexibility for NR.
NR design

With a split threshold based on total data to be transmitted and LL Maximum Buffering (LLMB) allowed in NR link(s), several cases can occur.
There are 2 main use cases, and several sub-cases to consider:

A. UL split is not triggered: the PDCP data may be pre-allocated only to prioritized CG (configured by higher layers)

B. UL split is triggered: the PDCP data should be pre-allocated to both CGs
1. High split threshold:  (LLMB MCG + LLMB SCG) <= split_threshold
2. Intermediate split threshold: LLMB MCG <= split_threshold < (LLMB MCG  + LLMB SCG)
3. Low split threshold: split_threshold <= LL Max buffering MCG 
Case A is not problematic. Case B1 is assumed to be the main use case, especially if LL Max buffering MCG/SCG can be minimized as proposed. Case B2/B3 may need to be supported, especially if LL Max buffering MCG/SCG cannot be minimized (e.g. needs to match the maximum UL grant which can be received on each link). Indeed in that case it might be desired to start the split earlier. As it was discussed before, the LTE split threshold configuration allows this.

There are several alternatives:
· Alt1: Use prioritized CG first. The UE will pre-allocate data to prioritized CG, up to LL Max Buffering for prioritized CG. Then it will pre-allocate to the un-prioritized CG.
· Alt2: Use both CGs, independently of the prioritized CG (as it is already the case in LTE)
A problem with using Alt1 is that is there is not enough buffered data, only prioritized CG might end up being used (in case B3), whereas the intended behaviour is to use both links (accordingly, any buffered data in PDCP might have been made visible to both links). Also, it is not clear why we would want to prioritize one link (not the case in LTE).
Hence, Alt2 could be preferable. In such case, some rules may be needed to pre-allocate data towards each link. It is proposed to pre-allocate data to links based on the amount of data buffered in each link, basically by filling both links “equally”. An optimal operation can be achieved if both links are filled such as the ratio of buffered data (to be transmitted) to LL Max Buffering is similar for each link.
Proposal 3: NR-NR routing is performed such as buffered data / LL max buffering ratios are similar

When one of the link is non-NR, e.g. LTE, no pre-allocation of data may be needed (no LL buffering may be needed).  In such case, the same principle can apply, considering that data buffering for the LTE link needs to remain in PDCP, as no data need to be allocated to lower layers.  For LTE link, a maximum buffering value may be derived similarly as explained above for the NR link. The maximum buffering value can be used in the routing algorithm to split the data between the NR link and LTE link (for the LTE link, the buffered data stays in PDCP).  It is understood that there is no need to inforce some buffered PDCP data to be later transmitted on the LTE link; what is needed is just to retain the needed amount of data, according to the routing algorithm, in PDCP for a potential usage by the LTE link. This can be ensured by the rule below.
Proposal 4: NR-LTE routing is performed such as NR buffered data / LL max buffering ratio is maximal but not higher than PDCP buffered data / LTE max buffering ratio

The different cases are represented in Annex B.

2.4. Other
If a LL maximum buffering is designed, the UE requirement shall be relaxed so that the UE is allowed to send other data or padding in case the LCP would have required it to send more data if it has buffered data for this LC. This does not preclude UEs which are capable to send more data to do it. 

Proposal 5: If a LL maximum buffering is specified, the UE UL processing requirements is relaxed such as only up to this LL maximum buffering is mandated to be processed/transmitted following LCP procedure for this LC

In previous meetings, some TCP related enhancements were discussed. Typically, existing UE implementations already implement such kind of enhancements on a proprietary basis (e.g., prioritization of sending of TCP ACKs). To enable such kind of prioritization, it is useful for the UE to limit the data pre-processed into lower layers to the minimum possible. A LL maximum buffering value would hence also help UE implementation in single connectivity use cases.  

Proposal 6: If a LL maximum buffering is specified, it is proposed to extend it to UL non-split bearer to help UE internal prioritizations mechanisms.

3. Conclusion 
In this contribution, we discussed UL data split operation for NR, and made the following proposals:
Proposal 1: For UL split bearer, the specification should allow a LL maximum buffering (per LC) for NR link(s) (below PDCP)
Proposal 2: The LL maximum buffering should be minimized based on previous allocations.
Proposal 3: NR-NR routing is performed such as buffered data / LL max buffering ratios are similar
Proposal 4: NR-LTE routing is performed such as NR buffered data / LL max buffering ratio is maximal but not higher than PDCP buffered data / LTE max buffering ratio
Proposal 5: If a LL maximum buffering is specified, the UE UL processing requirements is relaxed such as only up to this LL maximum buffering is mandated to be processed/transmitted following LCP procedure for this LC
Proposal 6: If a LL maximum buffering is specified, it is proposed to extend it to UL non-split bearer to help UE internal prioritizations mechanisms.
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Annex A – LTE UL Split Operation

This section recalls operation of UL split bearer in LTE, from UP perspective.
PDCP and RLC/MAC layers flow control 
Implicitly, the LTE design introduce a tight flow control between PDCP and RLC/MAC layers whereby whenever a UL split bearer is configured (this is derived from the presence of a PDCP data ul-DataSplitThreshold in the configuration), the PDCP PDUs are retained in PDCP till they are requested by lower layers of either link (UL grant on one of the link is received). Then, only the necessary amount of PDCP PDUs needed to fill the request originating from MAC LCP are sent towards the link where the UL grant was received (with a restriction to prioritized link if PDCP data volume was below the threshold).

This is described in the following figure:
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As it can be seen, such mechanism does not allow pre-processing as routing is performed only after UL grant reception.

Threshold operation

In addition, it was desired that the transmission on both links is only performed when there is sufficient data to be sent. The goal is to avoid small data transmission to trigger both links (SR, BSR, and then possible double grant allocation) whereas there is no gain to do it.

This was implemented in LTE Rel-13 by using a threshold relative to PDCP data.

This is described in figure below:
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The threshold is used twice:

- to make PDCP data “visible” for BSR triggering / calculation on one (the prioritized link) or both links

- to transmit PDCP PDUs, upon lower layers request, on one (the prioritized link) or both links (as indicated earlier).
Annex B – Routing of PDCP data for NR
This section illustrates several use cases detailed in section 2.5.
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Figure 2 - Case A
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Figure 3 - Case B1
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Figure 4 - Case B2/B3 where the data is split with similar buffered data / LL Max buffering ratios
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