3GPP TSG-RAN WG2 #99
R2-1708227
Berlin, Germany, 21th– 25th August, 2017
Agenda item:

10.2.13
QoS
Source:

NEC
Title:

QoS flow offloading
Document for:

Discussion and Decision

1. Introduction
In RAN2 NR Ad-Hoc#2, there were many agreements on QoS flow support in NR [1]:
Agreements

1: The MN makes the decision to move ongoing/existing QoS flows to the SN (this agreement does not imply whether the QoS flow is moved by moving a single flow or by moving a whole bearer)

FFS Whether MN or SN takes the decision for flows being moved from SN to MN
2: The SN can reject the addition of a QoS flow, and inform the MN.

3: The DRB level offloading (i.e. offloading all QoS flows of a DRB) is supported between the MN and SN. 

FFS: The QoS flow level offloading between the MN and SN, and if supported then whether lossless handover can be supported.
4: The lossless handover user plane procedure could be reused for DRB level offloading, if mapping is maintained in the target node.
FFS: If the case where mapping is not maintained can support lossless handover
5: The SN is responsible for the DRB management (e.g., setup, modify, release) of SCG/SCG-split bearers, and the QoS flow -> DRB mapping at the SN
There are still some FFS issues. We discuss those in this contribution and provide our views.
2. Discussion
2.1
QoS flows moved from SN to MN
It is currently FFS whether MN or SN takes the decision for QoS flows moved from SN to MN. As per the previous agreement that the SN is responsible for the DRB management (e.g., setup, modify, release) of SCG/SCG split bearers, it should be reasonable that the SN can take the decision for QoS flows moved from SN to MN. On the other hand, if the MN intends to move a QoS flow from SN to MN, there does not seem to be strong reason for the SN to reject (not accept) for that.
One question for SN initiated QoS flow offloading from SN to MN would be whether the MN can reject the addition of a QoS flow from the SN. If the MN rejects it and the SN is overloaded, then the SN may release this QoS flow in a worst case. However, theoretically the MN should be able to reject it just like the opposite case, i.e. the SN can reject the addition of a QoS flow from the MN.
Proposal 1: Both MN and SN can take the decision for QoS flows being moved from SN to MN.
Proposal 2: MN can reject the addition of a QoS flow from SN, and inform the SN.

2.2
QoS flow level offloading
At first, our understanding is that the QoS flow level offloading would mean a part of QoS flows within one DRB in one specific PDU session, i.e. PDU session is split into MN and SN. Given that this is supported by the 5GC, it would be good to assume it can be supported for finer granularity in QoS flow mapping. The issue would be only whether lossless handover can be supported or not. So, we consider the QoS flow level offloading can be applied at least for QoS flows mapped to RLC UM and QoS flow which can be recovered from the packet loss by e.g. application layer.
Further we discuss the support of lossless handover. It is clear that the QoS flow to DRB mapping at the SN will be changed from that at the MN. To achieve the lossless handover, it may be necessary to do a brute-force approach. For instance, the following steps may be performed for DL (fig.1):

1 When the MN decides to move a QoS flow to the SN, the MN SDAP stops including packets of the QoS flow to the mapped DRB.
2 The MN PDCP polls the status report to the UE and checks the status for packets of the QoS flow which are already provided to the lower layers.

3 When the MN can confirm the successful delivery of packets of the QoS flow, the MN starts moving the QoS flow to the SN via e.g. SN Addition procedure.
4 After completing the SN Addition procedure, the SN starts providing packets of the QoS flow to the UE with new DRB at SN.
As discussed above, there may be some possibilities for the lossless handover at the QoS flow level offloading, but there may be large interruption time. So, further discussion should be necessary in the meeting.
Proposal 3: The QoS flow level offloading should be supported at least for some types of QoS flows, e.g. those mapped to RLC UM.
Proposal 3a: it is further discussed whether the QoS flow level offloading can be supported with lossless handover.
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Fig.1: Example of QoS flow level offloading with lossless handover (brute-force approach for DL)
3. Conclusion

In this contribution we discussed some FFS points regarding the QoS flow offloading in NR DC and some proposals for each issue as shown below.
On QoS flows moved from SN to MN;
Proposal 1: Both MN and SN can take the decision for QoS flows being moved from SN to MN.
Proposal 2: MN can reject the addition of a QoS flow from SN, and inform the SN.

On QoS flow level offloading;

Proposal 3: The QoS flow level offloading should be supported at least for some types of QoS flows, e.g. those mapped to RLC UM.

Proposal 3a: it is further discussed whether the QoS flow level offloading can be supported with lossless handover.
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