Page 1



3GPP TSG RAN WG2 # 99			 				R2-1708206 
Berlin, Germany, 21th - 25th August, 2017

[bookmark: Source]Agenda item:	10.2.10	
Source: 	AT&T 
Title: 	Beam Management and Indication
[bookmark: DocumentFor]Document for:	Discussion/Decision
Introduction
RAN2 discussions on mobility without RRC involvement is treated as low priority waiting on RAN1 progress on the topics of beam management and beam failure recovery. 
In RAN1 ad hoc #2 [1], the following has been agreed that has an impact on RAN2,  

Agreements:
· In case of unsuccessful recovery from beam failure, UE sends an indication to higher layers, and refrains from further beam failure recovery
· Relationship between RLF and unsuccessful beam failure recovery indication (if any) e.g. whether beam failure recovery procedure influences or is influenced by the RLF event
· Send LS to inform RAN2 – to be done next meeting

In this paper, we discuss our views on the beam management and beam recovery procedure as pertaining to RAN2 discussion, as well as the relation between beam failure recovery and RLF event.
Beam Management and Beam Failure Recovery 
Beam management is a procedure used to acquire and maintain a set of TRP and/or UE beams that can be used for DL and UL transmission/reception, which includes beam determination, measurement and reporting.
Measurement and reporting for beam management are being discussed in RAN1, where significant progress has been made on the reference signals to be used for measurement and reporting, whereas UE-specific CSI-RS has been agreed, and SS-block is still under discussion.
Blockage is one channel hindrance that causes maintained beam pair links to fail, especially when the beams are narrower, and the wavelength is smaller, such that in above 6GHz systems. This causes beam failure.
Beam failure recovery mechanism is an L1 UE-triggered mechanism to recover from beam failure. The mechanism includes beam failure detection, new beam identification, beam failure recovery request transmission and gNB response to the beam recovery request.
For beam failure recovery request, after new beam identification, the UE informs the gNB of the beam failure event, and the new identified beam. This signal can be carried on RACH-like resources. One alternative is for the recovery request transmission to be sent on a non-contention channel based on RACH, using resources orthogonal to resources of other PRACH transmissions. This has already been agreed in RAN1. 
Another alternative, for the case when the recovery request transmission requires more preamble resources than available for the non-contention RACH like procedure, is to use contention-based RACH resources in addition to contention-free resources. The contention-based RACH procedure can be modified for the recovery request transmission in the beam failure recovery procedure.
Proposal 1: Contention-based RACH resources can be used in addition to contention-free beam failure recovery resources.  

Beam Failure and RLF
In the case of unsuccessful recovery from beam failure, RAN1 has agreed that the UE sends an indication to higher layers, and halts any other L-1 attempts at beam recovery. The details of the higher layer indication are still FFS. 
Given a service requirement, in the event that beam failure recovery procedure fails on all beam pair links, a radio link failure event can be triggered. 
Proposal 2: In the case of unsuccessful beam failure recovery on all monitored beam pair links for a particular service requirement, an RLF event is triggered.  
In the RLF procedure, an out-of-sync (OSS) event is declared when the beam recovery detection do not meet the set thresholds. When a number of out-of-sync detections are received, radio link failure (RLF) timer is triggered. The number of out-of-sync indications, the set thresholds, and the RLF timers can be configurable per CORESET group, depending on service requirements of different CORESET groups, which may correspond to different usage scenarios. The relation between the beam failure recovery procedure and the RLF procedure are summarized in Figure 1.




Figure 1: Illustration of beam recovery and RLF triggering 

Proposal 3:  RLF procedure timers and thresholds are configurable depending on the service requirements of the associated CORESET group. 

Conclusion
In this paper, we give our view on the beam recovery mechanism. In particular, we made the following observations and proposals: 
Proposal 1: Contention-based RACH resources can be used in addition to contention-free beam failure recovery resources.  
Proposal 2: In the case of unsuccessful beam failure recovery on all monitored beam pair links for a particular service requirement, an RLF event is triggered.  
Proposal 3: RLF procedure timers and thresholds are configurable depending on the service requirements of the associated CORESET group. 
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