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1 Introduction 
[bookmark: OLE_LINK6]ECN is supported in 3GPP specification, the originally motivation is to enable the eNB to control codec adaptation for RTP services over UDP.  In 3GPP today, ECN field is only in the PDCP SDU (IP packet header), and ECN marking is always performed by PDCP layer while other layer below PDCP layer will not access IP header. 
------------------------------------------------From TS36.300 Begin------------------------------------------------
The eNB and the UE support of the Explicit Congestion Notification (ECN) is specified in Section 5 of [35] (i.e., the normative part of [35] that applies to the end-to-end flow of IP packets), and below. This enables the eNB to control the initial codec rate selection and/or to trigger a codec rate reduction. Thereby the eNB can increase capacity (e.g., in terms of number of accepted VoIP calls), and improve coverage (e.g. for high bit rate video sessions).
[bookmark: OLE_LINK12]The eNB should set the Congestion Experienced (CE) codepoint (‘11’) in PDCP SDUs in the downlink direction to indicate downlink (radio) congestion if those PDCP SDUs have one of the two ECN-Capable Transport (ECT) codepoints set. The eNB should set the Congestion Experienced (CE) codepoint (‘11’) in PDCP SDUs in the uplink direction to indicate uplink (radio) congestion if those PDCP SDUs have one of the two ECN-Capable Transport (ECT) codepoints set.
--------------------------------------------------------END-----------------------------------------------------------
[bookmark: OLE_LINK30][bookmark: OLE_LINK31]In  RAN2#98 AdHoc Meeting, There were some discussions on ECN enhancement  in NR with the addition of ECN marking capability below the PDCP layer[1], and there were discussions on  whether to remove ECN based codec adaptation in NR[1][2][3]. 
In this contribution, we give our views of these issues.
2 Discussion 
2.1 Consideration on the support of ECN in NR

[bookmark: OLE_LINK3]The TCP considers that congestion occurs when only repeated ACK received or retransmission timeout (packet loss) .This congestion control mechanism of TCP needs to wait for a long period to detect congestion and response, therefore it is easy to cause packet loss or queue buffer overflow. To improve this situation, the ECN (Explicit Congestion Notification) mechanism is defined in IETF RFC3168. ECN is an extension to the Internet Protocol and to the Transmission Control Protocol for end-to-end notification of network congestion without dropping packets.
The introduction of ECN into the Internet requires changes to both the network and transport layers.  At the network layer, IP forwarding has to be updated to allow routers to mark packets with “ECN CE” bits (Congestion experienced), rather than discarding these packets in times of congestion.  In addition, transport protocols have to be modified to inform the sender that ECN-marked packets are being received, so it can respond to the congestion. The Transmission Control Protocol (TCP) [RFC3168], Stream Control Transmission Protocol (SCTP) [RFC4960], and Datagram Congestion Control Protocol (DCCP) [RFC4340] have been updated to support ECN. And The RFC 6679 outlines how ECN can be used for RTP services running over UDP. [4]. 
Today, ECN is widely supported in the Internet. Most servers and clients [8] support ECN already as below figure1.
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Figure1：ECN supported device

TCP flow can get benefits when ECN is used, and Some TCP ECN experimental evaluations are described in IETF RFC3168 as below:
----------------------------------------------------From RFC3168 ----------------------------------------------------------
Experimental evaluations of ECN include [RFC2884, K98].  The  conclusions of [K98] and [RFC2884] are that ECN TCP gets moderately  better throughput than non-ECN TCP; that ECN TCP flows are fair towards non-ECN TCP flows; and that ECN TCP is robust with two-way traffic (with congestion in both directions) and with multiple    congested gateways.  Experiments with many short web transfers show that, while most of the short connections have similar transfer times with or without ECN, a small percentage of the short connections have very long transfer times for the non-ECN experiments as compared to the ECN experiments.
-------------------------------------------------------END-----------------------------------------------------------------------

Furthermore, IETF document [5] describes the potential benefits to applications when they enable Explicit Congestion Notification (ECN).  It outlines the principal gains in terms of increased throughput, reduced delay and other benefits when ECN is used over network paths that include equipment that supports ECN-marking. 
----------------------------------------------------From [5] begin ------------------------------------------------------------
Application developers should where possible use transports that enable the benefits of ECN.  Applications that directly use UDP need to provide support to implement the functions required for ECN.  Once enabled, an application that uses a transport that supports ECN will experience the benefits of ECN as network deployment starts to enable ECN.  The application does not need to be rewritten to gain these benefits.
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--------------------------------------------------------END-----------------------------------------------------------------------

[bookmark: OLE_LINK13][bookmark: OLE_LINK8]Although in current 3GPP technology, the originally motivation for ECN support is to codec adaptation for RTP services over UDP. But it shall not be limited to use ECN only for RTP services in 3GPP, The eNB can set the ECN CE bits in PDCP SDUs in the uplink (downlink) direction to indicate uplink (downlink) congestion, therefore the transport protocols like TCP receiver can inform the sender that ECN-marked IP packets are being received, so TCP sender can respond to the congestion by decreasing traffic rate. Even though TCP is a transport layer protocol originally designed for wired networks, lots of service is still based on TCP in current wireless networks. Many studies have shown that the standard TCP performs not well in the radio environment. For 5G system, due to multi-RAN, multi-connection, unlicensed carrier, the mobile user may in face of fluctuant bandwidth , The fluctuant bandwidth may easy cause congestion for user bearer, such as handover for 5G to 3G. If nodes in 3GPP network can mark IP packets with “ECN CE” bits before the bandwidth decreased, then the TCP sender do not need to wait for a long period to detect bandwidth decreasing. Obviously, Enable ECN is also benefit for TCP services over wireless network. However, ECN is an extension to the IP protocol and to the transport protocols, 3GPP network should support ECN, because of 3GPP network based on IP and being a part of internet.
Observation 1: The benefits of ECN described in IETF document [5] (e.g. increased throughput, reduced delay, etc) are still applicable in NR.

[bookmark: OLE_LINK7]At the 3GPP TSG RAN#71 meeting, the Study Item Description on "Study on enhancement of VoLTE" has been approved. This study item covers the evaluation of potential enhancements for voice and video over LTE, and the RAN-assisted codec adaptation mechanism is captured into TR 36.750 as below:
[bookmark: OLE_LINK9]--------------------------------------------------- FROM TR 36.750---------------------------------------------------------
In case an eNB determines to recommend a UE in RRC_CONNECTED mode to modify the bit rate due to e.g. poor radio conditions or network congestion detected in the uplink or downlink transmission direction, it may signal a recommended bit rate to that UE. The UE may use the recommended bit rate as an input to initiate an end-to-end rate adaptation by sending an application layer message (e.g. RTCP or RTP CMR) to the peer UE or the concerning media GW. Accordingly, the peer UE may retrieve a recommended bit rate fromits serving eNB to ensure end-to-end codec adaptation.
-------------------------------------------------------------------------------------------------------------------------------------
On the other hand, the problems of existing ECN based codec adaptation is also outlines as below in TR36.750
---------------------------------------------------- FROM TR 36.750---------------------------------------------------------
5.1	Identified problems of existing mechanisms
ECN is a congestion indication mechanism which indicates congestion by means of IP-packet marking. It needs all network nodes on the routing path to behave correctly. If any node on the routing path does not support ECN, or it does not understand the meaning of ECN-Capable Transport (ECT) codepoint, ECN mechanism may not work correctly.
-----------------------------------------------------END-----------------------------------------------------------------------
[bookmark: OLE_LINK11]From our views, the ECN mechanism is an end-to-end notification mechanism, and it can be used between two ECN-enabled endpoints after successful negotiation.  ECN mechanisms do not need all routers and nodes over the two endpoints’ transmission path are ECN-enable. The router or node without ECN support shall forward the IP packet without Changing the ECN bits in IP header , or discard the IP packet when experienced congestion. In this case, there is not negativity impact but congestion happened in the ECN-disable middle node cannot be notified and packet may be discarded (with very low probabilities, the ECN-CE-marked package will be discarded). But for other ECN enable nodes, the congestion in ECN-enable nodes such as in eNB can be notified to endpoint. So, in most case, ECN mechanism (or ECN based codec adaptation) may work correctly while some nodes or routers over network path do not support ECN.
[bookmark: OLE_LINK10]Nevertheless, Consideration on ECN bits in the IP header were previously part of the Type of Service (ToS) byte, and there may be some old  outdated or faulty network equipment using old definition of these bits(ECN bits). These old equipment may not understand ECN bits, and even more serious is these outdated equipment may possibly modify ECN bits with mishandling, and then the ECN mechanism may not work correctly. Fortunately, such outdated equipment is not too much in the internet today. So, we are sure that ECN mechanism may work correctly in most case.
ECN based rate control can be used for TCP,SCTP ,DCCP, RTP over UDP or other application protocol like QUIC etc .RAN-assisted code adaptation only used for RTP traffic over UDP like video and voice. The code adaptation should not be limited to only RTP services, therefore ECN based rate control should be supported in NR.
In contrast to ECN providing  end-to-end network transport path congestion information, RAN-assisted codec adaptation do codec adaptation caused by fluctuant radio condition/resource detected by eNB or congestion experienced detected by eNB. Although RAN-assisted codec adaptation can do more accurate rate control due to eNB/gNB scheduling radio resource for traffic transmission, consideration on the whole 3GPP network includes lot of backhaul nodes, relay nodes, routers and switch, RAN-assisted codec adaptation is not usable while congestion occurs in these nodes .From our view, we think both ECN based codec adaptation and RAN-assisted codec adaptation should be supported in NR.
Observation2: The RAN-assisted codec adaptation specified at Rel-14 VoLTE cannot replace the ECN based rate control mechanism.

From observation above, we give our proposal as below:
Proposal 1: The ECN should be supported in NR.

2.3 Consideration on the design of ECN

In 3GPP R14, The ECN marking is performed only in PDCP layer. In the RAN2 meeting, enhanced ECN support below PDCP layer is proposed in contribution [1].  The motivation is mentioned in the contribution as below:
--------------------------------------------------FROM [1] --------------------------------------------------------------------
 Current 3GPP technology ECN support is limited to ECN marking in the IP header, which in practice limits ECN marking to the PDCP layer, prior to ciphering and possible compression. If congestion due to e.g. queue buildup is detected on the RLC layer, then a signal needs to be sent back to the PDCP layer to ECN mark an IP packet before it is encapsulated in a PDCP-PDU. The problem is that this gives a tail marking property to the ECN marking, which makes it hard to fulfill the requirement from L4S of prompt ECN marking.
------------------------------------------------------END-----------------------------------------------------------------------
The IETF document [7] is to guide the design of congestion notification in any lower layer or tunneling protocol that encapsulates IP.  The aim is for explicit congestion signals to propagate consistently from lower layer protocols into IP.  Then the IP internetwork layer can act as a portability layer to carry congestion notification from non-IP-aware congested nodes up to the transport layer. There are four modes by which congestion information is passed between the lower layer and the higher layer. These modes as below, more detail can be found in [7].
-----------------------------------------------------FROM [7] -----------------------------------------------------------------
Feed-Forward-and-Up: Nodes feed forward congestion notification towards the egress within the lower layer then up and along the layers towards the end-to-end destination at the transport layer. The following local optimisation is possible:
Feed-Up-and-Forward: A lower layer switch feeds-up congestion notification directly into the ECN field in the higher layer  (e.g.  IP) header, irrespective of whether the node is at the egress of a subnet.
Feed-Backward:  Nodes feed back congestion signals towards the ingress of the lower layer and (optionally) attempt to control congestion within their own layer. 
Null: Nodes cannot experience congestion at the lower layer except at ingress nodes (which are IP-aware or equivalently higher-layer-aware).
-----------------------------------------------------END -----------------------------------------------------------------

The current 3GPP ECN mechanism seems like feed-up-and-forward mode [7]. This mode can be used by other subnet technologies with no native support for explicit congestion notification at the lower layer, but with support for finding and processing an IP header .As below figure, in this mode , The eNB set the Congestion Experienced (CE) codepoint (‘11’) in PDCP SDUs , that means if eNB detect congestion, the PDCP layer (as L2 layer in below figure ) in eNB shall set ECN-CE into the upper layer(L3 layer) packet (IP packets)  at ② because of PDCP layer can access IP header. These ECN-marked IP packets encapsulated into PDCP/RLC PDU are forwarded by the eNB to  destination as ③ , and receiver (L4 layer) can inform the sender that ECN-marked IP packets are being received by decapsulating IP header from PDCP PDUS as ④.
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Figure2 feed-up-and-forward mode used in current 3GPP ECN mechanism

Observation3: The current 3GPP ECN marking mechanism performed in PDCP layer is feed-up-and-forward mode described in [7]. No native ECN field is needed in PDCP header. The PDCP access IP header and directly set ECN marking into IP header.

If Enhanced ECN support in RLC layer is considered , This enhanced mechanism shall use feed-forward-and-up mode described in [7] which is also compatible with RFC6040. In this mode,  The RLC layer (as L2 layer  in below figure) in one node can set the Congestion Experienced (CE) codepoint in  RLC PDU header or RLC SDU header (PDCP PDU header) during the congestion at ①, the ECN indication is propagated from link to link across the subnet in the RLC/or PDCP header as ②, then when the node removes the  RLC/or PDCP header, it  should copy the ECN-marking up into the  upper L3 layer header (IP layer) as ③.   From above, New ECN-field IE should be introduced into RLC header or PDCP header for enhanced ECN support in RLC layer, therefore a lot of standard effort is needed.
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Figure3 feed-forward-and-up mode for enhanced ECN support

Although RLC layer can perform ECN-marking in technical by using feed-forward-and-up mode described in [7], is it necessary to add ECN support in RLC layer needs discussion under network deployment. We will discuss this in a single-connectivity scenario (with or without CU-DU split) and in a multi-connectivity scenario.
Observation 4: For the proposed ECN enhancement in RLC layer, the enhanced mechanism will use feed-forward-and-up mode described in [7]. New ECN-field IE should be introduced into RLC header, which may lead to extra RLC header consumption and more complexity in both standardization and implementation

In the  5G evolution, multi-connection transmission technology e.g. DC ,PDCP duplication may be used more and more widely in order to improve the user rate and meet the hot spot capacity and coverage requirements. In the DC case, a user can connect with two (or more) eNBs/gNBs, and the user's traffic flow data can be split into two (or more) eNB/gNB legs to transmit. In multi-DU connectivity case, a user can connect with two or more DUs belongs one CU. 
In the multi-connectivity case, considering the user has multiple transmission path for the service traffic, and in case one of the transmitting leg experiences congested, the traffic flow can also be scheduled in the other Non-Congested leg. Therefore, the congestion on one leg does not mean that the service traffic will be congested. 
For example, as below 3C architecture case, the bearer is split between MENB PDCP layer and SENB RLC layer. In this case, if enhanced ECN support in RLC is considered, there are three ECN marking mechanism (with different ECN marking location) in below table. It can be seen that only ECN marking located in eNB/gNB hosting the PDCP entity is reasonable.
[image: ] [image: ]
Figure4：ECN in 3C case
Observation5: In case of dual connectivity, the ECN marking should be processed in eNB/gNB, which hosts the PDCP entity for split bearer. 
Similar issues in multi-DU connectivity case, the traffic split between more than one gNB-DUs belongs one gNB-CU. if enhanced ECN support in RLC is considered, there are three ECN marking mechanism (with different ECN marking location) in below table. It can be seen that only ECN marking located in gNB-CU hosting the PDCP entity is reasonable.
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Figure5：ECN in multi-DU connectivity (CU-DU high layer split)
[bookmark: OLE_LINK17]Observation 6: In high layer CU/DU split with multi-DU connectivity, the ECN marking should be processed in the CU, which hosts the PDCP entity. 
Based on the observations above, we give proposal as below:
Proposal 2: ECN marking should be processed in PDCP, which is the same as LTE.
3 Conclusion 
RAN2 is kindly asked to discuss and adopt the observations and proposals:
Observation 1:	The benefits of ECN described in IETF document [5] (e.g. increased throughput, reduced delay, etc) are still applicable in NR.
Observation 2:	The RAN-assisted codec adaptation specified at Rel-14 VoLTE cannot replace the ECN based rate control mechanism.
Proposal 1: The ECN should be supported in NR.
Observation3: The current 3GPP ECN marking mechanism performed in PDCP layer is feed-up-and-forward mode described in [7]. No native ECN field is needed in PDCP header. The PDCP access IP header and directly set ECN marking into IP header.
Observation 4: For the proposed ECN enhancement in RLC layer, the enhanced mechanism will use feed-forward-and-up mode described in [7]. New ECN-field IE should be introduced into RLC header, which may lead to extra RLC header consumption and more complexity in both standardization and implementation
Observation5: In case of dual connectivity, the ECN marking should be processed in eNB/gNB, which hosts the PDCP entity for split bearer. 
Observation 6: In high layer CU/DU split with multi-DU connectivity, the ECN marking should be processed in the CU, which hosts the PDCP entity. 
Proposal 2: ECN marking should be processed in PDCP, which is the same as LTE.
4 Reference
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK4][1] R2-1707151	On the addition of enhanced ECN support in NR	Ericsson
[2] R2-1705164The support of Explicit Congestion Notification Huawei
[3] R2-1707014	ECN and RAN-assisted codec adaptation	Intel Corporation
[4] IETF RFC6679.
[5] IETF (Benefits to Applications of Using ECN)
[6] R2-153008 LS from IETF Explicit Congestion Notification for Lower Layer Protocols Submission
[7] IETF draft-ietf-tsvwg-ecn-encap-guidelines
[8] https://en.wikipedia.org/wiki/Explicit_Congestion_Notification
[9] IETF RFC3168.
[10] IETF RFC6040.


image3.png
up-and-forward mode

o e
R EO e

L2




image4.png
forward-and-up mode





image5.png
Xn

PDCP PDCP
RLC RLC RLC
MAC MAC MAC

‘MeNB

SeNB





image6.png
Unreasonable. If SENB is congested, SENB marks
the ECN congestion bit, and applies less data from
MENB through flow control. MENB can schedule
more data to the MENB to transmitt, so the whole
bearer does not necessarily report congestion to
upper layer. So here SENB can not mark ECN. ECN
shall only be set by MENB.

Option2: Only SENB can mark EC Unreasonable. The reason like OPTION1 Even
SENB experiences congestion, but the whole bearer
may not be congested

Reasonable. All SENB data is forwarded by
MENB. MENB can perceive whether the current
bearer is congested via flow control. So the MENB
can set the ECN bit.
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ECN marking mechanism in CU-DU high layer
split multi-DU connectivity case :

Optionl: Both CU and DU can mark ECN

Option2: Only DU can mark ECN

Option3: only CU can mark ECN
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Table 1 summarizes some of these benefits.
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| Section | Benefit

Impraved Throughput

Reduced Head-of-Line

Reduced Probability of RT0 Expiry

Applications that do not retransmit lost packets
Avoiding Capacity Overshoot

Naking Congestion Visible




