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1. Introduction

SA3#88 sent the LS reply [1] to the questions on Security keys in EN-DC and DRB integrity protection failure. In this paper we provide some further considerations about the security keys topic.

For the behavior for DRB IP failure, SA3 gives some conservative answers [1], i.e. discard the packets failing integrity check, and the NW/UE behaviour is relevant only to DRB failed IP check, no behaviour difference for MN/SN is seen by SA3. Based on this reply, we make some proposals to push the progress of this topic.

For the behavior for SRB IP failure, topic not handled in previous meeting, we revise our previous paper R2-1706657 and simplify the proposals.
2. Discussion

2.1. Security keys in EN-DC

The SA3 reply LS [1] regarding the security keys in EN-DC states:

	Security keys in EN-DC

The number of security keys is FFS in RAN2: 

1. a different key per network termination point (i.e. one for all MCG bearers and MCG-anchored split bearers and another one for all SCG bearers and SCG-anchored split bearers), 

2. a different key per bearer type (e.g., 3 separate keys for MCG, SCG and Split Bearers) could be used, or

3. a different key for each bearer

Q1.1: Is there any difference from security point of view between the options 1-3 listed above? 

SA3 answer: 

SA3 would typically introduce a new key for a security association when the end-point is physically different (option 1), and would not allow using the same key in different physical end-points. Using a different key per the bearer type (option 2) or per bearer (option 3) is possible from security point of view as long as the physical end-point remains the same. If the physical end-point changes, then the key must change. All three options are of technically possible but the principle in option 1 is the most important from security point of view. 

The security termination point will not be transparent to the UE, because the UE will be aware of whether it is using an LTE or an NR security algorithm. Although derivation of S-KeNB does not use any end-point specific input value (cf. PCI or frequency values in KeNB derivation), based on the KUPenc derivation (from KeNB or from S-KgNB) and usage, the UE will be aware of the termination points. SA3 also sees that the third key (option 2) can achieve the transparency to the UE only at PDCP layer and only for split bearers.  SA3 would like to have better understanding on the transparency concept mentioned by RAN2.


For the security keys in EN-DC, based on above reply we understand that the basic principles for the security handling are: 

· Different key for different physical end points
· The endpoint is not transparent to the UE. 

· Key per the bearer type or per bearer is only possible within one physical endpoint. (i.e. whenever the physical endpoint is changed, the per bearer type/per bearer key also need to be updated)
Based on the LS received, it can be observed that “If the physical end-point changes, then the key must change.” So, for the DRB(s), for which the location of PDCP is changed during the bearer type change, the security key used in the PDCP of the related DRBs will be changed. However, for the DRB(s), for which the PDCP location remains the same, the security key used in the PDCP of these DRB(s) does not need to be impacted.
Proposal 1: In the bearer type change operation without handover (i.e. KeNB is not changed):

· For the DRB(s) that the location of PDCP is changed during the bearer type change, the security key used in the PDCP of the related DRBs will be changed. 

· For the DRB(s) that the PDCP location remains the same, the security key used in the PDCP of these DRB(s) can remain the same.
Furthermore, RAN2 have discussed in previous RAN2 meeting that whether the per-DRB keys should be introduced in EN-DC to achieve the transparency. Based on the LS received, it can be observed that “The security termination point will not be transparent to the UE”. Also considering the current legacy security structure used in LTE DC can fulfill the security requirement listed in the LS received, we think the legacy security structure used in LTE DC (e.g. security structure based on the KeNB and S-KeNB) can be reused and per-DRB keys is not needed in EN-DC.

Observation 1: Considering that “The security termination point will not be transparent to the UE” and the “KeNB and S-KeNB  based legacy security structure defined in LTE DC” can fulfill the security requirement listed in the LS received, we think the legacy security structure defined in LTE DC can be reused and per-DRB keys is not needed in EN-DC.
Proposal 2: The legacy security structure defined in LTE DC (e.g. security structure based on the KeNB and S-KeNB) should be reused (i.e. per-DRB keys is not needed in EN-DC).
2.2. Actions upon DRB IP check failure

The SA3 reply LS [1] on Actions upon DRB IP check failure states:

	Actions upon DRB IP check failure

Q2.1: What should be the network and UE behaviour on DRB IP check failure? RAN2 discussed that options at least include discarding of the packet, triggering some kind of failure handling (e.g RLF or SCG failure) or something between these extremes, e.g. sending an indication to network of failed DRB IP check failure.

SA3 answer: 

The user plane integrity protection is introduced for scenario where there is an active attacker between the UE and RAN modifying or injecting data. The correct behaviour in this scenario is to discard the packets failing integrity check. 

If there is an attacker present between the UE and the gNB, it is possible on rare occasions when HFN rolls over, that the PDCP counts gets unsynchronized. A recovery mechanism from the desynchronization of the counters is possible. But the attacker may not go away and the threat may persist, hence the type of recovery mechanism (to do RLF failure or SCG failure) need to be decided judiciously by RAN2.  

Q2.2: Shall the behaviour in Q2.1 relate only to DRB with detected DRB IP check failure or to all DRBs?
SA3 answer: 

SA3 assumption is that the behaviour is relevant only to DRB with detected integrity protection failure. 

Q2.3: Are there any differences in behaviour for the case that the DRB is anchored in MN or SN? 
SA3 answer: 

SA3 assumes that EN-DC5 (Option 3) does not provide integrity protection of the user plane. Integrity protection of user plane is only related to scenarios with 5GC, such as option 7 (LTE assisted DC to 5GC). 

With option 7, SA3 has not made any decision, however, situation where eNB does not support user plane integrity but gNB does, should be acceptable. However, if RAN2 makes a decision that would make the user plane integrity protection easily available in option 7 MeNB (e.g. that MeNB would support 5G RRC and 5G PDCP protocols), SA3 would be happy to assume that the user plane integrity could be available for all DRBs in option 7. 


The DRB IP failure handling needs to consider 2 factors:

1. Whether the reason of IP failure could be detected, i.e. can NW/UE know the IP failure is caused by injection or PDCP COUNTs desynchronization.

2. Which node the IP failure is detected on?

For the first factor, if the answer is yes, there’ll be 2 NW/UE behaviors: discard the packets failing IP check or try to recover the PDCP COUNTs synchronization.

But considering the attacks may persist, it’s not safe to only apply the above conservative behavior. One or more thresholds for the NW/UE to decide the threat level needs to be setup, e.g. when the threat level is found to be high, more critical behavior should be applied to protect the user, e.g. suspend the DRB or all DRBs.

Proposal 3: When IP failure is detected, discarding the packets failing IP check or trying to recover the PDCP COUNTs synchronization (if the 2 reasons could be recognized) could be the ‘basic NW/UE behavior’, where the recovery mechanism is FFS.

Proposal 4: One or more thresholds needs to be setup in NW/UE to decide the attack level and further decide the behavior: when the attack level is found to be higher than the basic level, more critical behavior should be applied, e.g. suspend the DRB which failed IP check, or suspend all the DRBs of MN or SN. 
If the IP failure is detected by SN, MN should be notified. Similarly if the IP failure is detected by the UE, MN also should be informed. The method of how to inform the IP failure to the MN needs to be discussed, some alternatives are listed below:

Alt1: The MN should be informed about the detected IP failure at each time the IP failure is found;

Alt2: The MN is only informed about the IP failure information when the detected IP failure reaches a certain attack level.

Alt1 obviously will lead to more X2 or Uu overhead when the attacks keep happening. Alt 2 seems having a better balance between the overhead and safety.

Proposal 5: MN needs to be informed by SN or UE about the DRB IP failure information only when the detected IP failure reaches a certain attack level, which can avoid additional overhead in case the attacks keeps happening.

Furthermore, since SN has the right to initiates SN release, and UE also can trigger SCG failure, the following alternatives could also be supported:

Alt 3: SN initiates SN release with the corresponding cause when the detected DRB IP failure reaches a certain attack level.

Alt 4: UE considers the SCG failure and applies the corresponding behaviors when the detected DRB IP failure reaches a certain attack level.

Proposal 6: following 2 alternatives could also be supported for the DRB IP failure handling:

- SN initiates SN release with the corresponding cause when the detected DRB IP failure reaches a certain attack level.

- UE considers the SCG failure and applies the corresponding behaviors when the detected DRB IP failure reaches a certain attack level. 
2.3. Actions upon SRB IP check failure

For EN-DC (option3), following agreements related with SCG SRB integrity protection failure were made:

RAN2#98 Agreement:

Working assumption (SCG integrity protection failure case is to be confirmed after SA3 response) : At SCG failure (all cases) only the SCG part of MCG/SCG split bearers should be suspended. (Already agreed for the SCG bearer and the SCG SRB)
RAN2#97bis Agreements:

1: In LTE-NR DC, following SgNB failure cases need to be supported:

-
SgNB RLF;

-
SgNB change failure;

-
exceeding the maximum uplink transmission timing difference (if EN-DC supports the synchronised operation case which is RAN1 decision);

-
SgNB configuration failure (only for message on SCG SRB);

-
SgNB RRC integrity check failure;
2: In LTE-NR DC, the UE shall report the SCGFailureInformation to the MeNB instead of triggering the reestablishment upon SgNB failure.

3: 
Upon SgNB failures, UE shall:

-
Suspend all SCG DRBs and suspend SCG transmission for MCG split DRBs, and SCG split DRBs;

-
Suspend direct SCG SRB and SCG transmission for MCG split SRB;

-
Reset SCG-MAC;

-
send the SCGFailureInformation message to the MeNB with corresponding cause values .

There’re still following cases left:

· SCG SRB integrity protection failure for option NGEN-DC (option 7);

· MCG SRB integrity protection failure for MR-DC;

· MCG split SRB integrity protection failure for MR-DC;

1. UE behaviors when detecting integrity check failure on SCG SRB for NGEN-DC:
2 options could be considered for this case:

Option1: align with the handling for EN-DC, i.e. trigger SCG failure;

Option2: considering the SCG t SRB is optional, SCG DRB transmission is not impacted no matter whether SCG SRB is configured or not, and SCG DRB could continue even if integrity check fails on SCG SRB.

For protocol simplification, keeping the UE behavior consistent for EN-DC and NGEN-DC is better, i.e. option1 is preferred.

Proposal 7: UE behavior should be consistent for the case of Integrity check failure on SCG SRB (SRB3) for EN-DC and NGEN-DC, i.e.:
- SCG failure is triggered due to SCG RRC integrity check failure

- UE shall suspend only the SCG part of MCG/SCG split DRBs

- UE shall suspend direct SRB3
- UE shall reset SCG MAC

- UE shall send the SCGFailureInformation message to the MN with corresponding cause values
2. NW behaviours when detecting integrity protection failure on uplink SCG SRB
If SN detects integrity protection failure on SCG SRB, based on same security consideration, SN should take it as SCG failure, and send SCGfailureIndication or directly send SN release to MN with corresponding cause. 

Proposal 8: For the uplink of MR-DC, if integrity protection failure on SCG SRB (SRB3) is detected by SN, the NW behaviour could be similar, i.e.:
- SCG failure is triggered 

- SN shall suspend only the SCG part of MCG/SCG split DRBs

- SN shall suspend direct SRB3
- SN shall reset SCG MAC

- SN could send SCGFailureIndication or SN release to the MN with corresponding cause.
3. UE behaviors when detecting integrity check failure on MCG SRB:

For this case, LTE behaviour should be adopted, i.e. UE shall perform RRC re-establishment.

Proposal 9: For the case of integrity check failure on MCG SRB, UE acts as in LTE, i.e. considering MCG failure and triggering RRC re-establishment.

4. UE behaviors when detecting integrity check failure on MCG split SRB:

As discussed for DRB integrity failure in previous RAN2 meeting, RAN2 has a preference that the NW and UE do not need to determine on which leg the IP check failure originated from, the IP failure check for split SRB should also align with this preference, i.e. UE’s behavior for the IP check failure on MCG split SRB is same as MCG SRB.

Proposal 10: For the case of integrity check failure on MCG split SRB, UE has same behaviors as the case on MCG SRB, NW and UE do not need to determine on which leg the IP failure is detected.
3. Conclusion

Security keys in EN-DC
Proposal 1: In the bearer type change operation without handover (i.e. KeNB is not changed):

· For the DRB(s) that the location of PDCP is changed during the bearer type change, the security key used in the PDCP of the related DRBs will be changed. 

· For the DRB(s) that the PDCP location remains the same, the security key used in the PDCP of these DRB(s) can remain the same.
Observation 1: Considering that “The security termination point will not be transparent to the UE” and the “KeNB and S-KeNB  based legacy security structure defined in LTE DC” can fulfill the security requirement listed in the LS received, we think the legacy security structure defined in LTE DC can be reused and per-DRB keys is not needed in EN-DC.
Proposal 2: The legacy security structure defined in LTE DC (e.g. security structure based on the KeNB and S-KeNB) should be reused in EN-DC (i.e. per-DRB keys is not needed in EN-DC).
Actions upon DRB IP check failure
Proposal 3: When IP failure is detected, discarding the packets failing IP check or trying to recover the PDCP COUNTs synchronization (if the 2 reasons could be recognized) could be the ‘basic NW/UE behavior’, where the recovery mechanism is FFS.

Proposal 4: One or more thresholds needs to be setup in NW/UE to decide the attack level and further decide the behavior: when the attack level is found to be higher than the basic level, more critical behavior should be applied, e.g. suspend the DRB which failed IP check, or suspend all the DRBs of MN or SN. 
Proposal 5: MN needs to be informed by SN or UE about the DRB IP failure information only when the detected IP failure reaches a certain attack level, which can avoid additional overhead in case the attacks keeps happening.

Proposal 6: following 2 alternatives could also be supported for the DRB IP failure handling:

- SN initiates SN release with the corresponding cause when the detected DRB IP failure reaches a certain attack level.

- UE considers the SCG failure and applies the corresponding behaviors when the detected DRB IP failure reaches a certain attack level. 
NW/UE behaviors upon SRB IP check failure

Proposal 7: UE behavior should be consistent for the case of Integrity check failure on SCG SRB (SRB3) for EN-DC and NGEN-DC, i.e.:
- SCG failure is triggered due to SCG RRC integrity check failure

- UE shall suspend only the SCG part of MCG/SCG split DRBs

- UE shall suspend SRB3
- UE shall reset SCG MAC

- UE shall send the SCGFailureInformation message to the MN with corresponding cause values
Proposal 8: For the uplink of MR-DC, if integrity protection failure on SCG SRB (SRB3) is detected by SN, the NW behaviour could be similar, i.e.:
- SCG failure is triggered 

- SN shall suspend only the SCG part of MCG/SCG split DRBs

- SN shall suspend SRB3
- SN shall reset SCG MAC

- SN could send SCGFailureIndication or SN release to the MN with corresponding cause.
Proposal 9: For the case of integrity check failure on MCG SRB, UE acts as in LTE, i.e. considering MCG failure and triggering RRC re-establishment.

Proposal 10: For the case of integrity check failure on MCG split SRB, UE has same behaviors as the case on MCG SRB, NW and UE  do not need to determine on which leg the IP failure is detected.
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