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1   Introduction
This contribution discusses loss of HFN sync in NR, and methods to recover from it.
2   Discussion
2.2   User plane PDCP data PDU
In NR we have so far adopted the following data PDUs.  
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The multiple PDCP SN are required because the maximum throughput is limited by the number of unacknowledged PDCP PDUs.  This limitation can be written in the form:
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This limit to the number of unacknowledged PDUs in flight relates to the loss of sync in the HFN component of the COUNT value. This loss of sync could be caused by the receiver failing to increment (or incrementing twice) the HFN, due to significantly out of order reception of PDCP PDUs.   To prevent this from occurring the PDCP layer does not allow transmission of PDUs with COUNT values that could result in a loss of synchronization.

The reason for the conservative limitation is that if a loss in sync occurs then all traffic along DRB is decrypted using the incorrect COUNT value.  There is currently no standardized way to detect this loss of sync, and the DRB is essentially unusable until a reset has occurred.  As there is no way to trigger this reset, significant user dissatisfaction is expected, should a loss of sync occur.  

In the following we propose a solution to detect and recover from loss of HFN sync.  

  COUNT confirmation Bit
In LTE the maximum bit rate is limited by the number of packets in flight.  This number is dictated by the size of the PDCP SN.  This limitation occurs because due to massive packet loss/reordering, a PDU with a given COUNT value may be mistaken by a PDU with the same transmitted PDCP SN due to wrap around.  

We propose to avoid this error case by introducing a ‘PDCP Sync Bit’, this bit is essentially a HASH of the COUNT value.  This single bit allows the PDCP receiver to detect if a wraparound has occurred with high probability.  While any single PDU is not very well protected by this one bit, by considering multiple PDUs with sequential (or near sequential) PDCP SN a loss of HFH sync of the component of the COUNT value can be easily deduced.  Furthermore the HFN can be recovered from multiple ‘PDCP Sync Bit’’. 

By providing a means for detection, and recovery the PDCP transmitter can be more aggressive in its selection of PDCP SN size and data transmission. The PDCP receive entity can also rely on less guaranteed parameters in the lower layers to detect reordering and use the ‘PDCP Sync Bit’ for confirmation. This is not mandated, but allows for more efficient implementations.
The recovery of the HFN from multiple PDCP Sync Bits, can be described using the notation of linear algebra.  Each sample of the PDCP Sync Bit can be thought of as a linear function of the HFN bits.  This linear function changes with the PDCP SN.  If the different functions are linearly independent, then given x samples, we have x equations and can recover up to x bits of unknown value in the HFN.  Any wrap around that occurs across these samples can be reflected in a change in the Linear equations.
In order to do this the receive entity must assume that the set of PDCP PDUs it is processing have come from COUNT values which are ‘close’ together. 
The PDCP receive entity may assume that any set of PDUs identified by lower layers to be associated with each other, with PDCP SN separated by at most some value x (1), will have COUNT values with the same separation.  It would be the responsibility of the lower layers to ensure that such events to not occur.  This can be done by either choosing a large PDCP SN size, or through cross layer design.  
Proposal 1: A PDCP Sync bit should be added to the PDCP PDU 

The above method is only one way to recover from the HFN sync loss.  For instance by using information from the RLC layer or by using the integrity protection in the PDCP layer itself to verify the COUNT value.  

As there are many ways that this recovery of sync could be enabled, the maximum number of unacknowledged PDUs in flight should be configurable independently from the PDCP SN size.  This allows implementations to support different solutions internally but still transparently indicate to the PDCP transmit entity what capabilities they have.  
Proposal 2: The maximum number of PDCP PDUs should be configured separately from the PDCP SN size.  

3   Conclusion
To support efficient peak data rates, the following proposals are considered.
Proposal 1: A PDCP Sync bit should be added to the PDCP PDU 
Proposal 2: The maximum number of PDCP PDUs should be configured separately from the PDCP SN size.  
4   Reference
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5   Text Change

Transmit operation
At reception of a PDCP SDU from upper layers, the transmitting PDCP entity shall:

-
start the discardTimer associated with this PDCP SDU (if configured);

For a PDCP SDU received from upper layers, the transmitting PDCP entity shall:
-
associate the COUNT value corresponding to PT(S) to this PDCP SDU;

NOTE:
Associating more than max PDCP SN size of contiguous PDCP SDUs with PDCP SNs, when e.g., the PDCP SDUs are discarded or transmitted without acknowledgement, may cause HFN desynchronization problem. How to prevent HFN desynchronization problem is left up to UE implementation.

-
perform header compression of the PDCP SDU (if configured) as specified in the subclause 5.5.4;

-
perform integrity protection (if applicable), and ciphering (if applicable) using the PT(S) as specified in the subclause 5.9 and 5.8, respectively;

-
set the PDCP SN of the PDCP Data PDU to PT(S) modulo 2[pdcp-SN-Size];

-
set the PDCP Sync Bit as specified in subclause 5.X.
-
increment PT(S) by one;

-
submit the resulting PDCP Data PDU to lower layer.
5.X PDCP Sync Bit Operation


The PDCP sync bit is calculate from the COUNT value associated with the PDU.  This calculation is given by the sum of the of the HFN, and PDCP SN using binary arithmetic.  
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