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Introduction
At the last RAN2 meeting the following agreement was made. 
Agreements
1	NR/NR DC should support that different QoS flows of the same PDU session can be mapped to MgNB and SgNB. 
2	In the case of NR/NR DC where different QoS flows of the same PDU session are mapped to MgNB and SgNB then there is one SDAP entity in the MgNB and one in SgNB for that PDU session.
RAN2 understand that support of this behaviour is still under discussion on SA2.

This agreement also has an impact to the 5GC since now the 5GC needs to have a filtering functions which maps different QoS flows to different NG tunnels for the same PDU session. This paper discusses further impacts of this solution and proposes a way forward including proposed reply to the LS from SA2 in R2-1704026. 
Impacts of current agreement
According to earlier agreements it is the RANs responsibility to map the QoS flows to the DRB. This means that the RAN need to instruct the 5GC how to perform the mapping of QoS flows to the NG tunnels in DL. With the reflective QoS concept it assumed it is required that a DL packet belonging to a new QoS flow is mapped correctly from the beginning. Overall this together creates a very complex solution and may potentially lead to excessive signalling overhead and delays in packet delivery as illustrated below:
1. UE enters RAN connected
2. AMF setups resources for a PDU session A in the serving gNB
3. The gNB decides to activate DC and active some MCG and some SCG bearers for PDU session A (unclear if this is decided by MeNB only or together with SeNB)
4. The gNB instructs the AMF who instructs the SMF who instructs the UPF how some existing QoS flows should be mapped to the MeNB and SeNB tunnel. 
5. The mapping is acknowledged by the UPF to the SMF to the AMF.
6. A new packet arrive in the UPF. 
7. UPF maps it to a new QoS flow which does not have any current mapping.
8. UPF need to tell the SMF who will tell the AMF who will tell the MeNB that a new QoS flow has arrive. 
9. The MeNB will decide to map this QoS flow to the SCG bearer (unclear if this is decided by MeNB only or together with SeNB).
10. The MeNB instructs the AMF who instructs the SMF who instructs the UPF how the new QoS flow should be mapped. 
11. The UPF sends down the packet to the SeNB NG tunnel. 
12. The mapping is acknowledged by the UPF to the SMF to the AMF.
Example signalling flow:


Even if it is not required that the DL packet is mapped correctly from the beginning, e.g. if all DL packets belonging to new QoS flows are mapped on the MeNB bearer it would still be quite complex and signalling heavy to update the CN about the mapping. 
Supporting split PDU session is complex and could lead to significant signalling within the CN and between RAN and CN
Supporting split PDU sessions will impact NG interface, AMF, SMF and UPF and needs to be discussed with SA2/RAN3

Another concern with splitting PDU sessions on both MCG and SCG bearers is who is responsible for the mapping, and triggering the setup of new bearers when required. In LTE DC Rel-12 it was the MeNB which decide if SCG or MCG bearers should be used, but the actual setup/removal of bearers was triggered by EPC via the setup/removal of E-RABs. With the 5G QoS concept the setup of bearers is now RAN controlled and then it is not so obvious if it should always be the MeNB that is responsible for this. The trigger for setting up or removing DRBs could also come from SeNB due to SeNB needs (e.g. congestion, ongoing traffic). If the PDU session is either allocated to the MeNB or SeNB this would not be so difficult since then all the bearer setup/removals can be handled locally for that node, but with the split PDU session it is much more complex to handle this. 
Which node is responsible to controls bearer setup/removal in the split PDU session case need to be discussed.

Alternative way forward
Given that it has been decided in RAN2 to support both MCG and SCG split bearers in addition to non-split MCG and SCG bearers, the RAN has the full functionality to map any given flow on any radio link regardless where the NG tunnel terminates. This means that even if we would introduce the restriction that a single PDU session is only allowed to be configured with an MeNB or SeNB termination point it should still be possible to route the traffic over any radio leg. 
Given also that different PDU session could still have different termination points without introducing all the complexities and signalling discussed in section 2, we think that it is not motivated to support split PDU sessions in the first release of NR.
It is proposed to not support split PDU sessions in Rel-15 from a RAN2 point of view
It is proposed to send an LS to RAN3/SA2 to inform them about the preferred RAN2 way forward
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