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1	Introduction
The RAN2#95 made following agreement regarding to the QoS flow to DRB mapping [1]:
1	RAN determines the mapping relationship between QoS flow (as determine by the UE in UL or marked by the CN in DL) and DRB for UL and DL. 
1a	RAN can map multiple QoS flows to a DRB.
In this document we discuss further about the QoS flow to DRB mapping issue. 
2	Discussion
RAN2#95bis agreed that the RAN determines how QoS flows are to be mapped to a DRB and more specifically it is identified that the RAN can map multiple QoS flows to a DRB. Figure 1 below illustrates cases in which QoS flow is mapped to a dedicated radio bearer (1 to 1 mapping) and multiple DRBs are aggregated to a DRB.  One to one mapping may be used for QoS flows with special QoS requirements or for example to make rate control simpler for GBR flow. N to 1 mapping i.e. aggregation of multiple QoS flows may be used in order to keep number of the DRBs reasonable or to avoid excessive DRB management signalling.
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Figure 1. 1 to 1 and N to 1 QoS flow to DRB mappings
The agreement however does not explicitly cover the case where one QoS flow is split to two or more DRBs (1 to N mapping), which is illustrated in a figure 2.  The 1 to N mapping was proposed in [2] for enabling easy QoS provisioning for new applications t and [3] proposed flexible QoS flow to DRB  mapping covering also 1 to N mapping for enabling multi-radio split on a DRB level. 
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Figure 2. 1 to N QoS flow to DRB mapping.
NOTE:	The 1 to N mapping does not mean increase in the number of needed DRBs – it basically is just a new way to distribute data stream of the UE among the (possible already established) DRBs.
Multi-radio 
RAN2 has not so far considered the multi-radio support, but one potential multi-radio scenario would be the DRB based multi-radio where DRBs are directed to different radio paths. As explained in [3] one benefit of the scenario would be the parallel processing of the radio paths. Packets to one DRB does not need for wait packets directed to another DRB for reordering – radio paths may have different latencies. The splitting of course need to be performed taking SDFs into account for guaranteeing the in order delivery of the SDF i.e. SDF should not be split. The point of the example is that the NR specification should not block potential multi radio scenarios by restricting the flexibility of RAN to perform DRB mapping.
Implementation aspect
TR 23.799 identifies following principles that the next generation QoS Architecture should support:
-	Solution for QoS framework should allow ease of reuse of Next Generation core for various access technologies (i.e. 3GPP access, non-3GPP access).
-	Solution for QoS framework should allow independent evolution of core and access technologies (i.e. 3GPP access, non-3GPP access).
-	Solution for QoS framework within NextGen core network is not access specific.
In addition RAN 2 has agreed:
“RAN determines the mapping relationship between QoS flow (as determine by the UE in UL or marked by the CN in DL) and DRB for UL and DL.”
The design principles in the TR23.799 and the RAN2 agreement implies that the CN may not be aware of the configuration of the access specific resources (including DRB configuration and related capabilities) and in general CN may not be aware of the capabilities of the (R)AN. Further - a transport network has its own queuing capabilities that may or may not support the differentiation in the granularity of the CN’s classified QoS flow. From this perspective the differentiation granularity the CN is capable/willing to do may not match the capabilities of the transport nodes and the (R)AN. If the RAN is capable to do finer granularity differentiation than the CN, it should not be restricted by the specification (although RAN would still naturally be tied by the QoS policies received from the CN). 
In fact, RAN as a QoS decision node would bring some benefits in QoS enforcement. There may be context information that can be utilized in DRB QoS parameter definition not even available at the core (e.g., detailed radio status, multi-connectivity, etc.) so that could be considered only at the radio.
In order for RAN to act on the application identity information (flow id), there is plenty of additional contextual information that needs to be considered, which is dynamic and volatile (meaning that its validity in time is short, as opposed to the identity of the application, which is pretty long – once established it is not likely to change). For example, videos are not only videos but they have a specific media rate (possibly varying in time due to VBR encoding) which is unique to the particular content. Therefore, they require different amount of bandwidth to make sure the playback is smooth. Sending the volatile context information it down from the core to the RAN (and continuously since it is volatile) would increase overhead and latency and therefore reduce the overall quality.
All in all, there should be a control function at the RAN exercising parts of the insight collection and enforcement that are best done there. Of course the core may also perform the application identification but this does not make the RAN side intelligence unnecessary.
Based on a discussion above it is proposed:
Proposal 1:	The mapping relationship between the QoS flow and the DRB should be flexible. RAN may aggregate multiple QoS flow to a DRB and RAN may split a QoS flow to multiple DRBs.
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