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1 Introduction

At RAN2 #91bis in Malmö, RAN2 had agreed to discuss CB-PUSCH. In CB-PUSCH, multiple UEs share the same resource with enabled skipping of uplink grant. Resources shared by multiple UEs can be allocated semi-persistently.

In this contribution, efficient use of shared resources is discussed when semi-persistent scheduling (SPS) is used for resource allocations. In addition, impacts of the observed aspects on the existing standard are addressed
2 Discussion
The existing SPS is designed to support VoIP featured with periodic generation of small payload. Utilizing SPS for allocating shared resources for CB-PUSCH of which usage is not considered to be limited to only VoIP can reveal different aspects of managing the shared resources from what we had seen before.
2.1 Considerations on sharing of semi-persistently allocated resources for CB-PUSCH
Support of sharing the same resources among UEs with different MCS
In this contribution, a SPS configuration refers to a set of parameters for uplink PUSCH resources allocated by SPS with enabled skipping of uplink grant and those resources appear periodically even with period of 1 TTI. Thus, UEs sharing the same SPS configuration can access resources of the same size in a contention-based manner.

From the eNB’s perspective, allocating resources for a SPS configuration could be expensive. For example, if the actual load of CB-PUSCH applied to the allocated resource are low and, even worse, the SPS configuration has period of 1 TTI, a lot of resources are unused and they will be wasted eventually.

Without any doubt, optimal MCS of a UE trying CB-PUSCH may be different MCS from other UEs. If UEs sharing the same SPS configuration must have the same MCS, there should be as many SPS configurations as the number of MCSs used for CB-PUSCH UEs in PUSCH. This could be serious wasting of resources when the resource utilization of those SPS configuration is low. In this case, allowing CB-PUSCH UEs with different MCSs to share the same SPS configuration may reduce wasting of resources.
Observation 1: When SPS is used for allocating resources for CB-PUSCH, support of sharing the same resources among UEs with different MCS has beneficial effect on improving resource efficiency.
Support of changing the shared resources of a UE
The eNB can have multiple SPS configurations. For example, to maintain collision probability of a SPS configuration to be below a certain level, the eNB can create another SPS configuration when the number of UEs sharing a SPS configuration exceeds a certain number. This control of load applied to a SPS configuration is required because high collision probability of CB-PUSCH may increase latency when the applied load is high.
Although the control of load applied to a SPS configuration can be done when the eNB assigns a SPS configuration to a UE, there is a need for the eNB to be able to change the shared resources of a UE. If CB-PUSCH is utilized for traffic other than VoIP, there is a possibility of being an unforeseen high load in the existing SPS configuration. There is also a possibility of a UE being in need of changing the allocated resource size after assignment of a SPS configuration due to dynamic statistics of the traffic. In either case, support of changing the shared resources of a UE from one SPS configuration to another SPS configuration make it easier to control applied load to a SPS configuration dynamically and to satisfy dynamic statistics of the traffic other than VoIP.
Observation 2: When SPS is used for allocating resources for CB-PUSCH, support of changing the shared resources of a UE is required for traffics other than VoIP.
Support of per-UE implicit release

Once a UE does not need the shared CB-PUSCH resources any longer, the UE’s sharing of CB-PUSCH resources should be stopped immediately because the number of UEs sharing the CB-PUSCH resources would be finite and determined to satisfy a certain collision probability as is mentioned earlier. If the procedure required to stop sharing CB-PUSCH resources takes too much time, the eNB may have to create a new additional SPS configuration when a new UE needs CB-PUSCH resources. Otherwise, creating a new additional SPS configuration which could be expensive as we mentioned earlier is not necessary. Therefore, it is preferred to stop sharing the CB-PUSCH resources immediately for resource efficiency as soon as a UE does not need them.
Implicit release is triggered by a UE and thus it surely has a beneficial effect on reducing time required for stop sharing the resources, because the eNB cannot know the UE’s intention of stopping using the shared resources faster than a UE.
Observation 3: When SPS is used for allocating resources for CB-PUSCH, support of per-UE implicit release is required for resource efficiency.
2.2 Impacts on the existing standard 
In the previous subsection, we have observed a couple of new aspects regarding SPS when it is used for allocating the shared resources for CB-PUSCH. In this subsection, impacts of the observed aspects on the existing standard are addressed.

Regarding support of sharing the same resources among UEs with different MCS, it does not introduce any impacts on the existing standard. It is because the MCS of a UE under SPS is assigned when the SPS is activated or reactivated by PDCCH information masked with SPS-C-RNTI. Since the SPS-C-RNTI is UE-specific, the eNB can assign difference MCSs to UEs sharing the same resources.
Regarding support of changing the shared resources of a UE, such change can be done without introducing impact on the existing standard. Information of resource size and location is delivered to a UE via PDDCH when the SPS is activated or reactivated. Thus, the eNB can easily change the shared resources of a UE by simply giving difference information of resource size and location to the UE via PDCCH information masked with SPS-C-RNTI of the UE.
Observation 4: When SPS is used for allocating resources for CB-PUSCH, sharing the same resources among UEs with different MCS and changing the shared resources of a UE are supported if UE-specific SPS-C-RNTI is used as is existing standard.
Regarding support of per-UE implicit release, it introduces a little difference from the existing standard. In the existing standard, once SPS resources for a UE are deactivated or released by RRC, the deactivated/released resources are not available for the UE and the eNB can utilize the deactivated/released resource for other UEs. However, when the SPS resources are shared by multiple UEs, the deactivated/released resources are not available not only for the UE but also the eNB until the number of UEs sharing the same resources become zero. Thus, the eNB cannot utilize the deactivated/released resource for other UEs.
Observation 5: When SPS is used for allocating resources for CB-PUSCH, the eNB cannot utilize the deactivated/released resource for other UEs unless the number of UEs sharing the same resources is zero.
Another difference which should be considered is that, according to the existing standard, a configured number of padding transmissions are required for implicit release. However, when the SPS with enabled skipping of uplink grant is used for CB-PUSCH, transmitting multiple padding is vulnerable to collisions, which has destructive effect on other UE’s transmission. Therefore, a new way of implementing implicit release should be developed.
Observation 6: When SPS with enabled skipping of uplink grant is used for allocating resources for CB-PUSCH, a new way of implementing implicit release is required other than a configured number of padding transmissions.
3 Conclusion
In this contribution, focused on on resource efficiency, following observations have been made when semi-persistent scheduling (SPS) is used for resource allocations. Based on the discussions above, RAN 2 is kindly requested to discuss the following observations and agree with the following proposal.
Observation 1: When SPS is used for allocating resources for CB-PUSCH, support of sharing the same resources among UEs with different MCS has beneficial effect on improving resource efficiency.
Observation 2: When SPS is used for allocating resources for CB-PUSCH, support of changing the shared resources of a UE is required for traffics other than VoIP.

Observation 3: When SPS is used for allocating resources for CB-PUSCH, support of per-UE implicit release is required for resource efficiency.

Observation 4: When SPS is used for allocating resources for CB-PUSCH, sharing the same resources among UEs with different MCS and changing the shared resources of a UE are supported if UE-specific SPS-C-RNTI is used as is existing standard.

Observation 5: When SPS is used for allocating resources for CB-PUSCH, the eNB cannot utilize the deactivated/released resource for other UEs unless the number of UEs sharing the same resources is zero.
Observation 6: When SPS with enabled skipping of uplink grant is used for allocating resources for CB-PUSCH, a new way of implementing implicit release is required other than a configured number of padding transmissions.
Proposal: RAN 2 is kindly asked to capture above observations in the TR
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