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1 Introduction

In RAN#69 a new WI on LTE-WLAN RAN Level Integration supporting legacy WLAN [1] had been approved. The new WI has the following requirements and RAN2 objectives:
This RAN based LTE-WLAN aggregation solution at bearer level addresses the following requirements:

1. Solution shall support legacy WLAN deployments without any need for modifications to the deployed WLAN nodes.

2. Solution shall build on functionality (e.g. WLAN network selection, measurements etc.) already provided or expected to be provided by the Release-13 LTE-WLAN Radio Level Integration and Interworking Enhancement WI.

3. Solution shall perform RAN based routing of user traffic between EUTRAN and WLAN with bearer switch only (Note:  Whilst there is no bearer split in RAN, this does not preclude per IP-packet routing between EUTRAN and WLAN by higher layers).

4. Co-exist with other 3GPP/WLAN interworking and aggregation solutions.

For RAN2, the objectives of the work item are: 

1. Specify RAN and WLAN protocol architecture of LTE-WLAN RAN level integration at the UE and RAN side based on IPsec tunneling above PDCP protocol layer (i.e. PDCP SDU) between eNB and UE over WLAN.
2. Specify RRC enhancements for establishing the tunnel between eNB and UE, including required signalling of parameters to the UE:

· Initiation of WLAN aggregation and the IPsec tunnel establishment at the UE is triggered by the eNB via RRC. 

· (Note: the eNB IP address does not necessarily need to be a publicly routable IP address)

Coordinate with SA working groups in order for SA groups to investigate the impacts of the solution on security and any system aspects. WLAN may be connected to existing CN nodes for security purposes; it is not expected that any new CN nodes are to be defined. 
In RAN2#91bis following agreements were listed:

1:    Capture the Stage-2 description of IP tunnelling architecture in a dedicated section of TS36.300.

2:    Do not allow both IP tunnelling and LWA (L2 approach) at the same time for the same UE in Rel-13.

3:
eNB provides the UE with appropriate parameters for the establishment or reconfiguration of the IP Sec Tunnel. 

4:    SRBs are routed via LTE only

5:    RAN2 assumption that at most 1 IPSec Tunnel per UE

6:
Design requirement that the UE can have more than one Bearer carried over WLAN 


FFS How the Bearers are distinguished over WLAN

7:
IPSec Tunnel establishment and moving a bearer to use the Tunnel can be independent procedures.

8:
The UE shall autonomously release IPsec tunnel configuration and the use of it by the DRBs upon receiving the Handover Command.

9:    IPsec tunnel solution shall also support uplink data for a DRB over IPsec/WLAN (in addition to downlink). eNB configures where the UL data is routed (WLAN/LTE). If routed via WLAN then all UL traffic of the DRB is offloaded to WLAN.

10:  IPSec Tunnel can only exist when the UE is RRC Connected

11:  RRCConnectionReconfiguration is used to switching bearer to the IPSec Tunnel and for switching back to LTE

12:  The same UE feedback of the measurement metrics as with LWA L2 approach and LWI   should also be used for the tunnel mode.

13:  The same mobility concept already agreed for the existing WI can also be used for the IPSec tunnel mode.

14:  Separate capability bit for UE that supports IPSec tunnelling mode.

In this contribution we provide our view on the operation of the WLAN tunnelling mode.
2 Discussion
Figure 1 presents the protocol architecture for LTE WLAN integration based on the IPSec tunnel. 
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Figure 1: Protocol architecture for LTE WLAN RAN-level integration supporting legacy WLAN.

Implementing the new architecture in RAN implies defining a new bearer type for this case. New in this kind of radio bearer is that it does not have any LTE-side protocol entities, i.e. no RLC or PDCP. Assuming the one to one mapping of EPS bearer and radio bearer is kept in this WI, it seems that an EPS bearer will be mapped to a radio bearer without protocol entities in case the bearer is switched to IPSec through WLAN.
Specifying the LTE-WLAN offload behaviour with IPSec tunnel as new radio bearer type could have the advantage of reusing the typical way of specifying RRC procedures, i.e. as bearer type reconfiguration. The bearer type could be seen as “2A” bearer, however with no LTE protocol entities in the secondary node, but rather only the IPSec tunnel. 

Proposal 1 Define a new radio bearer type so that one to one mapping of EPS bearer to radio bearer (of new type) is maintained.
2.1 On per-bearer switching
One discussion point in last meeting was that the LTE side of the switched bearer is not released and that DL data of the switched bearer could be sent over both WLAN and LTE. For this, we see two options:  per-IP-packet routing and per-IP-flow routing. As the latency and throughput on the WLAN side may be very unpredictable, especially in relation to latency and throughput on the LTE side, per-IP-packet routing would lead to packets received from both links out-of-order, which leads to poor TCP performance as TCP would need to decrease the windows size when packets are not received in order.  As this may actually hurt user experience it seems that more studies would be needed regarding whether this should be supported and with the tight time plan for this work item we suggest that, for simplicity, we should, at least in Rel-13, avoid splitting the data. The per-IP-flow routing might not improve the situation and is possible only when the EPS bearer actually contains multiple IP-flows.  Further, it is unclear, how the specification should be written and where it would be stated that only one IP-flow may be routed via one RAT. Currently there is no notion of IP flows in RAN2 specifications. Further, both of these options A and B would imply that there is actually a split bearer instead of a switched bearer and that does not comply with the WID. The WID says:

1. Solution shall perform RAN based routing of user traffic between EUTRAN and WLAN with bearer switch only (Note:  Whilst there is no bearer split in RAN, this does not preclude per IP-packet routing between EUTRAN and WLAN by higher layers).

This clearly precludes bearer split (e.g. on IP-flow level) in RAN and keeps the RAN solution of this WI simple. What is mentioned as not precluded in this statement is that higher layer, i.e. EPC, mechanisms can still do IP-packet routing between EUTRAN and WLAN (PDN-connection offloading to WLAN by PGW, IPFOM)
Proposal 2 All DL data of the switched bearer is transmitted via the IPSec tunnel. 
Moreover, as RAN2 has not agreed on in the last meeting that the LTE side of the bearer is not released while data is routed via the IPsec tunnel, having UL configured on LTE side while DL is configured on WLAN tunnel is not possible thus making the current UL agreement that hints UL is configurable between LTE and WLAN unstable. 
Configuring the UL part of the bearer on a different connection than the DL part comes with additional complexity and with the need to keep LTE user plane protocols for this bearer active while DL transmissions are done via WLAN. We think that a simple solution should be considered within this WI for LTE WLAN integration supporting legacy WLAN in order to be able to finish with the given time frame. Configuring UL and DL part of the bearer via different RATs impose questions on how bearers aka services are mapped back to CN and that whether there are some charging aspects to be considered. Thus propose to have both UL and DL on the IPSec tunnel. 
Proposal 3 UL and DL data are switched together to/from the IPsec tunnel. 
2.2 IPSec re-establishement and mobility set for tunneling
For the IPSec tunnel we have the following agreement:
· eNB provides the UE with appropriate parameters for the establishment or reconfiguration of the IP Sec Tunnel.
To confirm the agreement that eNB provides the parameters for any IPSec tunnel update, we propose to agree on the following point.

Proposal 4 UE does not autonomously update or re-establish the IPSec tunnel. IPSec tunnel updates are performed only as per eNB configuration.
We have the following related agreements:

· The same mobility concept already agreed for the existing WI can also be used for the IPSec tunnel mode.
The mobility set concept is crucial for legacy WLAN tunneling for two reasons. One is that the eNB may then control the amount of failure indications due to UE moving to an AP that requires IPSec tunnel re-establishment. That is, as UE may not initiate IPSec tunnel re-establishments to control the signaling and IPSec tunnel management load, UE needs to send a failure indication if it may not continue in the tunneling mode anymore. Second reason is that as this enables exploiting any legacy WLAN network, the eNB should be able control over which WLAN network the tunneling is performed for obvious reasons. Consequently, we propose the following for clarity:

Proposal 5  WLAN tunnelling is initiated by configuring the UE with a mobility set.
2.3 Procedure summary
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Figure 2: Procedure to establish LTE-WLAN integration supporting legacy WLAN.
Figure 2 shows a signaling diagram of establishing LTE-WLAN integration supporting legacy WLAN. To find out whether possible WLAN AP candidates for offloading are in the vicinity of the eNB, the eNB may configure the UE with WLAN measurements, giving e.g. the SSID as measurement object. The UE reports measurements of surrounding APs. Based on that, the eNB may decide to initiate the legacy WLAN tunneling. As concluded in Section 2.2, the eNB needs to configure the UE with the mobility set among which WLAN mobility is allowed and IPSec tunneling is allowed.

We assume that the IPSec tunnel is established by the UE, i.e. the UE is provided with the IP address of the network side end point of the tunnel that is routable from WLAN. The UE is provided with the IPsec security parameters as well. These can be generated by the eNB and provided to the UE, or LTE keys can (partly) be reused, as currently discussed for LWA and eNB-assisted WLAN authentication. On top of that, UE needs to undergo the WLAN authentication. For this the eNB-assisted WLAN authentication from LWA cannot be employed, since legacy WLAN shall be supported, thus legacy WLAN authentication mechanisms are assumed.
After the UE found and associated to a WLAN from the WLAN mobility set, it starts authentication with this WLAN, which may involve AAA authentication methods (transparent to this WI). Then, the UE establishes the IPsec tunnel. Certainly, if the UE has happened to already connect to a WLAN that complies with the mobility set, UE does not have to reconnect. When the eNB realizes that the IPSec tunnel had been established, eNB may configure the UE to switch the bearer to WLAN.  After the bearer is switched, user plane data for this bearer is from eNB through WLAN to the UE.
Proposal 6 Capture this procedure in the Stage-2 description in TS36.300 for legacy WLAN tunneling.
2.4 Deployment scenarios

For scenarios where eNB and WLAN nodes are not closely deployed, or in transport network architectures with a central aggregation point, e.g. in the CN, which is typical for example for outdoor eNBs and indoor WLANs, the architecture intended in the WI does not seem very optimal. With the solution outlined in the WID, traffic intended to be offloaded to WLAN from the CN would be traversed through the eNB anyway. In case of a central aggregation point of the transport network, traffic would e.g. be routed from this central point through eNB back to the central point and then to WLAN. This has multiple disadvantages. It increases unnecessarily the processing burden of the eNB, as well as load on the transport network. This is especially true when multiple WLANs are to be used together with the eNB. Since the eNB does not implement any user plane protocol layers when traffic is switched to WLAN, traversing the traffic through the eNB does however not seem necessary. The traffic could very well also come from CN to WLAN directly. The eNB assumes in this case only control plane functionality, i.e. triggers the bearer switch. 

We think that limiting the WID to specify an IPsec tunnelling solution from UE to eNB is not very flexible, it should rather be a tunnel from UE to a separate network endpoint, for which operators can decide the deployment. 

Furthermore, linking the IP address to which the IPSec tunnel is established in the standard to the eNB is misleading and not very future proof. In deployment scenarios where operators would like to protect and hide the eNBs IP address for example by means of further gateway nodes or firewalls, talking of “eNB IP address” in the standard would just be false. Important for this work is that the eNB provides a routable IP address of a network endpoint, to which the UE can establish the IPSec tunnel to. Whether this IP address is indeed the eNBs (internal or external) IP address, or the address of a separate node close the eNB, is up to the operator/network.
Proposal 7 eNB provides the UE with a routable IP address of a network endpoint to which the UE can establish the IPSec tunnel (i.e. not necessarily the eNB IP address).
3 Conclusion

Based on the discussion in the previous sections we make the following proposals:
Proposal 1
Define a new radio bearer type so that one to one mapping of EPS bearer to radio bearer (of new type) is maintained.
Proposal 2
All DL data of the switched bearer is transmitted via the IPSec tunnel.
Proposal 3
UL and DL data are switched together to/from the IPsec tunnel.
Proposal 4
UE does not autonomously update or re-establish the IPSec tunnel. IPSec tunnel updates are performed only as per eNB configuration.
Proposal 5
WLAN tunnelling is initiated by configuring the UE with a mobility set.
Proposal 6
Capture this procedure in the Stage-2 description in TS36.300 for legacy WLAN tunneling.
Proposal 7
eNB provides the UE with a routable IP address of a network endpoint to which the UE can establish the IPSec tunnel (i.e. not necessarily the eNB IP address).
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