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1 Introduction

In RAN2# 91bis, the following agreement has been reached [1]:
Table-1 RAN2 91bis agreements
	Agreements:

RAN2 agrees to consider the following V2V scenarios for feasibility study

1. UL to DL via E-UTRAN (eNB and RSU eNB type) - higher priority for analysis study until December
2. SL to UL via UE type RSU and DL from E-UTRAN (bi-directional will also be included).  
· For the purpose of the initial evaluation we assume Rel-12 PC5 broadcast between UE and UE type RSU and Rel-12 Uu between UE type RSU and eNB


As Scenario 1 is agreed with higher priority for analysis study until December, only the capacity analysis of Scenario 2 (as shown in Fig.1) is analyzed, and the potential RAN2 impacts are raised correspondingly in this contribution.
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Fig. 1: Scenario 2
2 Architecture of Scenario 2 (Uu-based)
In RAN2# 91bis, the transmission technologies for uplink and downlink V2V data are not discussed in detail. Based on the discussion in the email discussion for latency analysis [2], unicast is used solely for uplink transmission. Similar to MCPTT service, unicast and broadcast mechanisms including SC-PTM and MBSFN can be considered as the candidates for downlink transport. 

2.1 Unicast via GCSE structure
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Fig.2 V2V transport via Uu unicast

A vehicle UE transmits the V2V message to the V2V application server, and the V2V server forwards the V2V message to other vehicle UEs by unicast, as illustrated in Fig.2. The existing GCSE structure is reused, where each UE sends its V2V messages back to the V2V application server, which in turn forwards the data to UEs over PDSCH via unicast links according to the coverage requirement of the message.  
2.2 MBSFN
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Fig.3 V2V transport via MBSFN
Similar to unicast architecture, each vehicle transmits the V2V message to the V2V application server which then forwards the messages to other vehicle UEs via a Multimedia Broadcast Single Frequency Network (MBSFN), as illustrated in Fig.3. In MBSFN, the whole area is divided into multiple MBSFN areas, and each message should be synchronously broadcast in each cell of the MBSFN area as long as the cell is not prohibited.
2.3 SC-PTM
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Fig.4 V2V transport via SC-PTM
Similar to MBSFN architecture, a vehicle UE transmits the V2V message to the V2V application server, and the V2V application server forwards the V2V message to other vehicle UEs via SC-PTM, as illustrated in Fig.4. In SC-PTM, vehicle UEs receive V2V messages on PDSCH with scheduled resource. The transmission among different cells is not required to be synchronized. 
In all of the above scenarios, none of the core network entities is assumed to be located local to the RAN for this initial analysis. 

3 Capacity analysis of V2V transfer for Scenario 2
In RAN1 #91bis, it was agreed to continue using the traffic model agreed for PC5 transmitting V2V in RAN1 #82 [3]. In this section the performance of candidate Scenario 2 architectures are provided based on PC5 evaluation methodology agreed in RAN 1.
3.1 Working assumption

Based on the agreement in RAN2 [2], 2GHz is analyzed as high priority, and 20MHz carrier bandwidth is adopted. Other working assumptions are aligned with the agreed evaluation parameters for PC5 [1].
In the evaluation, we assume that 95% vehicles within the coverage should fulfil the PRR (packet receiving ratio) requirement individually, which is also adopted in the SC-PTM and MBSFN system evaluation for MCPTT. It is important to add this assumption. Without such an assumption, higher MCS could be assumed, and some UEs located at the edge of the cell may continuously fail to reliably receive the data transmitted from other UEs. 
Table-2 Simulation assumptions

	Parameter
	Value

	Deployment scenario
	Urban, highway

	Cellular Layout
	19 cell sites, 3 sectors per site

	Inter-site distance
	500m for urban, 1732 for highway

	Carrier frequency
	2000MHz

	Bandwidth
	20MHz

	Duplex method and bandwidths
	FDD  20MHz

	UE speeds of interest
	15/60kmh for urban , 70/140kmh for highway

	UE antenna gain
	3dB

	Load (User num/sector)
	inter-vehicle distance (2.5second *  vehicle speed)

4 lane for urban, 6 lane for highway

Randomly uniform drop on the road

	Traffic model
	V2V traffic model agreed in RAN1

	Transmission mode
	SFBC for SC-PTM, SIMO for MBSFN 

	Wrap around
	Wrap around agreed in RAN1

	Statistics
	Get the maximum vehicle density when PRR requirement is satisfied




3.2
Capacity analysis
3.2.1
Capacity requirement

Based on the urban scenario agreed in RAN1 #82, the ISD (Inter-Site Distance) is 500m, and each cell covers an area of 0.072km2. Each block (433m*250m) covers the area of 0.108 km2. 

A similar calculation is done for the highway scenario. In the following, a speed of 15km/h and an urban scenario are used as an example. 
If the vehicle is travelling with low speed, e.g., 15km/h, the inter-vehicle distance is assumed to be 15/3.6*2.5=10.4m, where 2.5 seconds is the driver reaction time. Each block is surrounded by two 4-lane 443-meter roads, and two 4-lane 250-meter roads as well. In the super dense scenario, each block has (433+250)*4/10.4=262.7 vehicles. Then the average vehicle number per cell is 0.072/0.108*262.7=175 vehicles/cell.
Based on the proposed traffic model in [3], each vehicle should transmit eight 190 Byte packets and two 300 Byte packets within 1 second. Therefore the data rate for each vehicle is (190*8+300*2)*8=16,960bps, i.e., the cell level data rate requirement is 17kbps*175=2.975Mbps.

-uplink data rate requirement is 2.975Mbps/cell

On the other hand, the transmission range requirement of V2V messages is 150m in the urban scenario. With an ISD of 500m many vehicles within the transmission range requirement of a transmitting UE will be outside of the coverage range of the UE’s serving cell. However, each downlink message should not be only transmitted in the vehicle’s serving cell, but also among one-ring adjacent cells to guarantee coverage requirement, as Fig.5 shows. As the network cannot know the position of each vehicle exactly, an appropriate way is to forward the messages to each neighbouring cell of the vehicle’s serving cell, i.e., each packet will be transmitted in 7 cells in urban scenario, and 3 in highway scenario.
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Fig.5 Consideration of forwarding V2V message to neighbouring cells

Observation 1: The V2V message transmitted by one vehicle needs to be received by vehicles in the serving cell and its neighbour cells. 

-downlink data rate requirement is 2.975Mbps/cell *7=20.825Mbps/cell

Obviously, the downlink is the bottleneck for the Uu transport of V2V. The same observation is got in highway scenario.
3.2.2
Capacity analysis

3.2.2.1
Unicast

For the unicast solution, each packet should be delivered in the downlink to each vehicle  in the serving cell and 6 neighbouring cells individually. Therefore the total data rate requirement in the downlink for V2V is 2.975 Mbps/cell *7*175=3.65Gbps/cell. 

It is clear that unicast solution is not efficient, and cannot be the only solution to support V2V transmission. However, it could be a supplementary of other solutions.

Proposal 1: The unicast solution should not be the only solution supporting V2V transport, but could be a supplement of other solutions. 

3.2.2.2
SC-PTM

For SC-PTM, the system capacity results and requirements in different scenarios with different vehicle densities are listed below.

 Table-3 Capacity simulation results for SC-PTM
	Scenario
	Urban 
	Highway 

	Speed(km/h)
	60
	15
	15
	140
	70

	Traffic model(Hz)
	10
	2
	10
	10
	10

	Density requirement (v/cell)
	43
	175
	175
	107
	54

	Supported density(v/cell)
	86
	373
	86
	200
	200

	Result
	(
	(
	(
	(
	(


Here, “Supported density” is the maximum vehicle density for which the system can guarantee the target PRR.
3.2.2.3
MBSFN
For MBSFN, the system capacity results and requirements in different scenarios with different vehicle densities are listed below. Notice that we assume all of the 10 subframes in one radio frame are used for MBSFN transmission to keep the comparison fair.
Table-4 Capacity simulation result for MBSFN
	Scenario
	Urban 
	Highway 

	Speed(km/h)
	60
	15
	15
	140
	70

	Traffic model(Hz)
	10
	2
	10
	10
	10

	Density requirement (v/cell)
	43
	175
	175
	107
	54

	Supported density(v/cell)
	53
	227
	53
	123
	123

	Result
	(
	(
	(
	(
	(


Here, “Supported density” is the maximum vehicle density for which the system can guarantee the target PRR.
It can be observed that both SC-PTM and MBSFN can meet the capacity requirements in normal scenarios (e.g., 60km/h in urban cases and highway cases). Only in some extreme cases where each cell covers about 175 vehicles travelling with low speed (i.e., 15km/h), but each vehicle is broadcasting 10 V2V messages per second, may the network be congested with only one carrier deployed in the network for V2V. In this case, some congestion control mechanism should be introduced to reduce the V2V message transmission frequency to e.g., 2 V2V messages per second, when the vehicle speed is relatively low, which is also indicated in RAN 1 simulation assumptions.

Observation 2: SC-PTM and MBSFN technologies can meet the capacity requirement in Scenario 2 for normal V2V cases.

Proposal 2:  For scenario 2 with high-vehicle density, congestion control mechanisms should be introduced.

Proposal 3: RAN2 is requested to capture the capacity analysis results into TR 36.885.
4 Conclusion
Observation 1: The V2V message transmitted by one vehicle needs to be received by vehicles in the serving cell and its neighbour cells. 

Observation 2: SC-PTM and MBSFN technologies can meet the capacity requirement in Scenario 2 for normal V2V cases.

Proposal 1:  The unicast solution should not be the only solution supporting V2V transport, but could be a supplement of other solutions. 

Proposal 2:  For scenario 2 with high-vehicle density, congestion control mechanisms should be introduced.

Proposal 3: RAN2 is requested to capture the capacity analysis results into TR 36.885.
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