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1 Introduction

In RAN2#90 and RAN2#91 user plane architecture aspects of LTE-WLAN aggregation were discussed and following agreements were reached. 
Agreements RAN2#90
1
We define a DC-like UP interface (GTP-U) between the eNB and the WT 

2
LTE-WLAN aggregation, flow control runs between WT and eNB. 

4
For 3C-mode LTE-WLAN aggregation, the Rel-12 PDCP reordering behaviour is adopted
Agreements RAN2#91

1
The bearer ID is added by the eNB WT 

2
The bearer ID is placed into a separate header. 

Those were captured in the running CR [2] where also the following note was kept:
NOTE: It is FFS whether the flow control feedback can also be provided by the UE.

Furthermore, in RAN TSC#68, an LTE-WLAN architecture based on IP tunnelling had been discussed, and eventually postponed to be further discussed to be included in another WI. Hence, here we only discuss the LTE-WLAN architecture based on the Xw interface as per agreements above.

This contribution discusses in particular flow control aspects, and which flow control feedback is required from RAN2 point of view.
2 Discussion
2.1 Architecture overview
As per WID objectives [1], the protocol architecture for LTE-WLAN aggregation should be based on Release-12 LTE Dual Connectivity solutions 2C and 3C, where the WT assumes the role of the secondary eNB, as shown in Figure 1 and further discussed in [3].
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Figure 1: LTE-WLAN aggregation architecture based on 3C Rel-12 Dual Connectivity

2.2 Feedback for PDCP buffer handling and flow control 
In RAN2#90, it was agreed that a flow control mechanism runs (at least) between WT and eNB. We discuss this mechanism here, and compare it with potential UE-based flow control in Section 2.3. 
Flow control had been discussed for Dual Connectivity in Rel-12. In DC, flow control is required to balance how much data is sent from MeNB to UE directly, and how much data is forwarded via the backhaul channel to the SeNB for transmission from SeNB to UE. This is to neither overload the SeNB transmission buffer, nor underutilizes its available resources, which would be inefficient. Thus the goal for the MeNB is to control how much data is in flight via the SeNB to the UE. This control operation is tightly coupled to the PDCP transmitter operation which needs to ensure that less than half the SN space is in flight in total to the UE.

In DC, as the knowledge about instantaneous radio conditions, current queue fill state and QoS requirements of all its UEs and radio bearers are available at the SeNB, it will be the SeNB’s task to give feedback to the MeNB on how much data it could handle at most without getting too large queues. There are different ways to realize a flow control protocol. One way is that the SeNB indicates a preferred data rate to the MeNB. This approach had been identified to be problematic however, e.g. in cases where the backhaul link becomes a temporary bottleneck. Furthermore, the SeNB actually does not primarily care about the data rate via the backhaul or to the UE, but rather aims for a decent queue size. Therefore, it not only needs to take into account the rate available on the radio interface but also the amount of data it has already in its queue. 

Therefore, in Rel-12 for DC, a window based flow control mechanism had been introduced. It is specified for X2 interface in TS 36.425. Thereby, the MeNB is able to adjust the transmission window based on current queue state in the MeNB together with the feedback about queue state in the SeNB, which considers both SeNB rate towards UE and X2 backhaul delay. Flow control in DC is based on following feedback:
-       Currently desired buffer size at SeNB
-       Currently minimum desired buffer size at SeNB (per UE, all bearers),
-       Highest successful in sequence delivered PDCP PDU SN to the UE (by the SeNB)
-       List of X2 SNs lost on backhaul or in SeNB
In LTE-WLAN aggregation, for which an architecture similar to DC is manifested in the WID, the same window based flow control scheme can be applied as well. And the feedback information specified for X2 in TS 36.425 can also be reused.
The details of this protocol should be specified by RAN3 (see also [4]). In this contribution we describe how the window based flow control scheme can be applied in the LTE-WLAN Aggregation. This window based flow control is depicted in Figure 2.
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Figure 2  PDCP and window based flow control mechanism

In Figure 2 the flow control entity in the WT keeps track of the following states for each flow: lower transmission window edge L’, which is the highest successfully in order delivered PDCP PDU SN by WT, higher transmission window edge H’, which is the last data unit in the buffer, and desired further data estimate D’, which is a byte offset to L’. The flow control entity in the WT will also have the knowledge about each flow’s QoS requirements so that it can prioritize flows that have higher QoS requirement. The WT may determine D’ itself e.g. based on averaged data rate on the radio interface and estimated RTT on the Xw interface. Additionally, M’ is a list of missing PDUs, e.g. on the Xw interface or in WLAN, as detected by the WT. 

It shall be noted that the functionality necessary to generate such flow control feedback is implementation specific to the WT, i.e. the WLAN network, and does therefore not need to be discussed further in the scope of 3GPP where such functionality is implemented in the WLAN network. Typically an access point would be able to generate such feedback, i.e. is aware of transmission success and failure, i.e. transmission window status, of packets transmitted via WLAN to the UE. 
Within the flow control feedback, the WT informs the eNB about each flow’s current L’ as well as the current value of D’. These values may also be determined based on each flow’s QoS requirement. The eNB keeps also track of those values, L and D, and further knows how much data units it had already sent, which is denoted as S in the figure. Based on all these values the eNB knows how much data is already “in flight” from its own point of view, which is data currently on the backhaul as well as unacknowledged data in the buffer of the WT. Thus, the eNB can determine how much more data needs to be brought “in flight” to satisfy the WT request. Since the eNB is also aware of data units lost on Xw (part of the feedback as described in the previous paragraph), it can take this information into account so that it does not bring more than half of the PDCP SN space in flight to avoid hyper frame number (HFN) de-synch in the UE receiver. We note that if there is no data transmission, also no feedback is required, so that no unnecessary overhead is generated.

While the values of L and L’ may be given as absolute PDCP SNs, for simplicity reasons it would however seem most straight forward to give D and D’ as an offset in byte to the lower window edge L’.

In Rel-12 for DC, the reliability of the transmissions on the SeNB is handled by the SeNB’s HARQ processes and RLC entity. QoS parameters are provided to the SeNB by the MeNB. In LTE-WLAN aggregation, reliability of the transmission is left to the WLAN implementation.  QoS requirements in WLAN are however typically handled based on Access Categories (AC), which provide only a relative priority order among each other. Therefore, it seems beneficial that the eNB provides the WT with LTE QoS parameters as well. It is then up to the WLAN’s implementation of deciding how those parameters translate to ACs, and how many times a packet should be retransmitted to ensure the performance of LTE flows with different QoS requirements (see also [5]).
Observation 1 The feedback from WT to eNB must be designed to be sufficient for the eNB to not bring more than half of the PDCP SN space in flight to avoid HFN de-synch.
Observation 2 A PDCP feedback solution from WT to eNB seems beneficial where the WT indicates the highest successfully delivered PDCP PDU SN, as well as a list of unsuccessfully delivered PDUs. These PDUs need to be based on Xw Sequence Numbers.

Observation 3 As flow control feedback from WT to eNB, it seems sufficient to additionally indicate the desired queue state as an offset of bytes to the highest successfully delivered PDCP PDU SN by the WT.

Observation 4 This flow control feedback scheme is in-line with what had been standardized for DC in TS 36.425, thus the standardized feedback elements shall be taken as a baseline.

Observation 5 The QoS requirements of each flow are handled by WLAN according to the per-flow QoS parameters that the WT receives from the eNB.

Proposal 1 LS to RAN3 to consider requirements and observations made in this contribution in PDCP feedback and flow control design and ask to take over further discussion and design.
2.3 Comparison with UE-based flow control
In RAN2#89bis and RAN2#90, alternative proposals for flow control feedback from the UE had been brought up. Different feedback mechanisms can be envisaged for UE based flow control, e.g.

· UE would indicate the highest PDCP received SN (similarly to PDCP status report), however that would be necessary on a continuous basis. This was considered infeasible in Rel-12 DC, as it partly duplicates behaviour of the continuous RLC status reporting.

· UE could indicate delay measurements, or throughput measurements of the WLAN side to the MeNB. Also an MCS indication has been proposed. This would require specifying those measurements.

Obviously, UE-based Flow Control feedback is provided over the air, via LTE, to the eNB. From a protocol design point of view, this feedback belongs to the PDCP layer, i.e. the feedback could be included in a PDCP Data or control PDU, which would be sent eventually via PUSCH. Thus the feedback transmission is associated with additional overhead from the protocol headers. 

Further, feedback transmissions over the air cannot happen as frequently as they could happen over a network interface. It is infeasible to send such PDCP indications with a periodicity of 5-10ms as assumed for DC-like FC over X2. Moreover, due to HARQ and potential RLC retransmissions, the flow control feedback may be received delayed at the MeNB.

Finally, but most importantly, UE based flow control feedback cannot consider buffer fill state, or QoS, load and general traffic situation at the WT. UE based feedback might e.g. lead to overloading the WT. With UE based feedback the WT would not be in charge of requesting data to fill its own buffer. When the channel condition changes, e.g. WLAN load, backhaul channel condition change, and so on, the UE-based flow control can be very slow reacting to these changes, which can lead to bad end-to-end performance.
Observation 6 UE-based flow control feedback would not be able to consider instantaneous WT buffer fill state and traffic situation, but impact it with its flow control feedback.
Observation 7 UE-based flow control feedback consumes radio resources, and further is affected with delays due to potential retransmissions in LTE. Thus it cannot occur as frequent and reliable as feedback sent over a network interface.
Proposal 2 UE-based flow control feedback is NOT considered in LTE WLAN aggregation.
3 Conclusion

Based on the discussion in the previous sections we make the following observations and proposals:
Observation 1
The feedback from WT to eNB must be designed to be sufficient for the eNB to not bring more than half of the PDCP SN space in flight to avoid HFN de-synch.
Observation 2
A PDCP feedback solution from WT to eNB seems beneficial where the WT indicates the highest successfully delivered PDCP PDU SN, as well as a list of unsuccessfully delivered PDUs. These PDUs need to be based on Xw Sequence Numbers.
Observation 3
As flow control feedback from WT to eNB, it seems sufficient to additionally indicate the desired queue state as an offset of bytes to the highest successfully delivered PDCP PDU SN by the WT.
Observation 4
This flow control feedback scheme is in-line with what had been standardized for DC in TS 36.425, thus the standardized feedback elements shall be taken as a baseline.
Observation 5
The QoS requirements of each flow are handled by WLAN by letting eNB inform WT about the QoS of each flow.
Observation 6
UE-based flow control feedback would not be able to consider instantaneous WT buffer fill state and traffic situation, but impact it with its flow control feedback.
Observation 7
UE-based flow control feedback consumes radio resources, and further is affected with delays due to potential retransmissions in LTE. Thus it cannot occur as frequent and reliable as feedback sent over a network interface.

Proposal 1
LS to RAN3 to consider requirements and observations made in this contribution in PDCP feedback and flow control design and ask to take over further discussion and design.
Proposal 2
UE-based flow control feedback is NOT considered in LTE WLAN aggregation.
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