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1 Introduction

In RAN# 68, the Study Item of LTE V2X has been approved, where the following aspect will be considered:

a) Evaluate the feasibility of Uu transport for V2V and V2P in terms of meeting latency requirements, network coordination required, resource efficiency, and energy efficiency of UE,. [RAN1, RAN2, RAN3]
In this paper the feasibility analysis of Uu transport of V2V is preformed. As the evaluation methodology for V2P has not been decided in RAN1, and the V2P requirement is not frozen yet in SA1, V2P analysis is not given in this paper.
2 Service requirement for V2V service
In SA1 TR 22.885 [1], the service requirement of V2V is defined in Annex 1, which is also provided as below for convenience:

	
	Effective range*
	Absolute velocity of a UE supporting V2X Services
	Relative velocity between 2 UEs supporting V2X Services
	Maximum tolerable latency
	Minimum radio layer message reception reliability (probability that the recipient gets it within 100ms)
	Example Cumulative transmission reliability***

	#1 (suburban)
	200m
	50kmph
	100kmph
	100ms
	90%
	99%

	#2 (freeway)
	320m
	160kmph
	280kmph
	100ms
	80%
	96%

	#3 (autobahn)
	320m
	280kmph
	280kmph
	100ms
	80%
	96%

	#4 (NLOS / urban)
	150m
	50kmph
	100kmph
	100ms
	90%
	99%

	#5 (urban intersection**)
	50m
	50kmph
	100kmph
	100ms
	95%
	-

	#6 (campus/ shopping area)
	50m
	30kmph
	30kmph
	100ms
	90%
	99%


In RAN 1, two different simulation scenarios are agreed, i.e., urban and highway. As discussed in RAN1 meeting, the highway scenario corresponds to scenarios #1-#3, while urban scenario corresponds to scenarios #4-#6. 

3 Potential architectures for Uu transport of V2V

3.1
Potential system architecture
Firstly, the potential architectures for V2V transport over Uu are listed. Similar to MCPTT service, generally, unicast and multicast/broadcast mechanisms including SC-PTM and eMBMS can be considered as the candidates for Uu-based V2V transport. 

3.1.1
Unicast
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Fig.1 V2V transport via Uu unicast 

A vehicle UE transmits the V2V message to the V2X application server and the V2X server forwards the V2V message to other vehicle UEs by unicast, as illustrated in Fig.1. The existing GCSE structure is reused, and each UE sends its V2V messages back to the V2X application server, then the V2X application server delivers the data to multiple eNBs according to the coverage requirement of the message. Then each eNB transmits V2V messages to each vehicle camping on the cell over PDSCH via Unicast link. 
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Fig.2 V2V transport via eMBMS

3.1.2
eMBMS

Similar to unicast architecture, each vehicle transmits the V2V message to the V2X application server, and then V2X application server forwards the V2V message to other vehicle UEs within the MBSFN area, as illustrated in Fig.2. 
3.1.3
SC-PTM
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Fig.3 V2V transport via SC-PTM

In RAN #68, a work item of single cell point-to-multipoint (SC-PTM) has been approved, and the feature will be standardized in Rel-13. As V2X WI will start from Rel-14, SC-PTM can also be the candidate technology for the transport for V2V messages. Similar to eMBMS architecture, a vehicle UE transmits the V2V message to the V2X application server and the V2X server forwards the V2V message to other vehicle UEs via SC-PTM transmissions, as illustrated in Fig.3. 
Proposal 1:  Similar to the transport of MCPTT service, unicast, eMBMS and SC-PTM are considered as potential technologies for Uu transport of V2V message.
3.2
eNB-type RSU architecture for performance evaluation
In [1], the RSU is also responsible for the V2V message transport, which is described in Section 4.2:

V2V is predominantly broadcast-based; V2V includes the exchange of V2V-related application information between distinct UEs directly and/or, due to the limited direct communication range of V2V, the exchange of V2V-related application information between distinct UEs via infrastructure, e.g., RSU.
It is also defined in Section 3.1 of [1] that RSU is “implemented in an eNodeB or a stationary UE”. The UE-type RSU does not need to be considered in this SI according to objectives of the V2X SID. The following architecture for eNB-type RSU can be considered for performance evaluation.
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Fig.4 V2V transport via RSU
In this structure, the local GCSE system is embedded in eNBs such that V2V data can be first transmitted to the local V2VApp server, and then the data can be delivered to other UEs via legacy LTE architecture. In this architecture of RSU, the V2V packets can also be delivered to the neighbouring RSUs for transmission coverage extension.
4 Feasibility analysis for eNB to transport V2V message

In RAN1 #82, the evaluation method for V2X has been agreed [2]. In this section the performance gap of current architectures compared to the agreed V2V service requirements is analyzed.
4.1
Working assumption

The frequency band and bandwidth for Uu transport evaluation have not been agreed in last RAN1 #82 meeting [2]. To keep Uu simulation mostly align with PC5, we take 2GHz frequency and 20MHz bandwidth as the working assumption. 

Based on the urban scenario agreed in RAN1 #82, the ISD (Inter-Site Distance) is 500m, and each cell covers the area of 0.072km2. Each block (433m*250m) covers the area of 0.108 km2. 

If the vehicle is travelling with a low speed, e.g., 15km/h, the inter-vehicle distance is assumed to be 15/3.6*2.5=10.4m, where 2.5 second is the driver reaction time. Each block is surrounded by two 4-lane 443-meter roads and two 4-lane 250-meter roads as well. In the superdense scenario, each block has (433+250)*4/10.4=262.3 vehicles. Then we can achieve the average vehicle number per cell is 0.072/0.108*262.3=175.
The similar calculation is done for highway scenario. 

In the statistics, we assume that 95% vehicles within the coverage should fulfil the PRR (packet receiving ratio) requirement individually, which is also adopted in SC-PTM and eMBMS system evaluation, to guarantee cell edge vehicle performance.

Table-2 Simulation assumptions

	Parameter
	Value

	Deployment scenario
	ubran, highway

	Cellular Layout
	19 cell sites, 3 sectors per site

	Inter-site distance
	500m for urban, 1732 for highway

	Carrier frequency
	2000MHz

	Duplex method and bandwidths
	FDD  20MHz

	UE speeds of interest
	15/60kmh for urban , 70/140kmh for highway

	UE antenna gain
	3dB

	Load (User num/sector)
	inter-vehicle distance (2.5second *  vehicle speed)
4 lane for urban, 6 lane for highway

Randomly uniform drop on the road

	Traffic model
	V2V traffic model agreed in RAN1

	Transmission mode
	SFBC for SC-PTM, SIMO for eMBMS 

	Wrap around
	Wrap around agreed in RAN1

	Statistics
	Get the maximum vehicle density when PRR requirement is satisfied




4.2
Resource efficiency

4.2.1
Capacity requirement

Based on the proposed traffic model in [2], each vehicle should transmit eight 190Bytes-packets and two 300Bytes-packets within each second. Therefore the data rate for each vehicle is (190*8+300*2)*8=16,960bit/s, i.e., the cell level data rate requirement is 17kbps*175=2.96Mbps.

-uplink data rate requirement is 2.96Mbps/cell

On the other hand, the transmission range requirement of V2V message is 150m in urban scenario. The cell radius is 500/3=167m. Therefore each downlink message should not be only transmitted in the vehicle’s serving cell, but also among one-ring adjacent cells. As the network cannot know the position of the vehicle, a simple way to guarantee the message coverage is to disseminate the packets to each neighbouring cell of the vehicle’s serving cell, i.e., each packet will be transmitted in 7 cells in urban scenario.
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Fig.6 Consideration of forwarding V2V message to adjacent cells

Observation 1: The V2V message transmitted by one vehicle needs to be received by vehicles in the serving cell and neighbour cells. 
-downlink data rate requirement is 2.96 Mbps/cell *7=20.72Mbps/cell

Obviously, downlink is the bottleneck for the Uu transport of V2V.

4.2.2
Capacity analysis

4.2.2.1
Unicast

For the unicast solution, each packet needs to be delivered to each vehicle in the downlink to vehicles in the serving cell and 6 neighbouring cells individually. Therefore the total data rate requirement in the downlink for V2V is 2.96 Mbps/cell *7*175=3.5Gbps/cell. 

It is clear that unicast solution is not efficient, and cannot be the only solution to support V2V transmission, but could be a supplementary of other solutions.

Proposal 2:  The unicast solution should not be the only solution supporting V2V transport, but could be a supplementary of other solutions. 

4.2.2.2
SC-PTM

For SC-PTM, the system capacities vs. requirements in different scenarios with different vehicle density are listed below.
 Table-3 Capacity simulation results for SC-PTM
	Scenario
	Urban 
	Highway 

	Speed(km/h)
	60
	15
	15
	140
	70

	Traffic model(Hz)
	10
	2
	10
	10
	10

	Density requirement (v/cell)
	43
	175
	175
	107
	54

	supported density(v/cell)
	86
	373
	86
	200
	200

	Result
	(
	(
	(
	(
	(


4.2.2.3
eMBMS

For eMBMS, the system capacities vs. requirements in different scenarios with different vehicle density are listed below. Notice that in the simulation we assume all of the 10 subframes in one radio frame are used for MBSFN transmission although in the current specification the number of subframes is 6.
Table-4 Capacity simulation result for eMBMS

	Scenario
	Urban 
	Highway 

	Speed(km/h)
	60
	15
	15
	140
	70

	Traffic model(Hz)
	10
	2
	10
	10
	10

	Density requirement (v/cell)
	43
	175
	175
	107
	54

	supported density(v/cell)
	53
	227
	53
	123
	123

	Result
	(
	(
	(
	(
	(


It can be observed that, both SC-PTM and eMBMS can meet the capacity requirements in normal scenarios (e.g., 60km/h in urban cases). Only in some extreme case where each cell covers about 175 vehicles and vehicles are travelling with low speed (i.e., 15km/h) and each vehicle is broadcasting 10 V2V messages per second, the network may be congested, in case only one carrier is deployed in the network for V2V. In this case, some congestion control mechanism should be introduced to reduce the V2V message transmission frequency to e.g., 2 V2V messages per second, when the vehicle speed is relatively low.

Observation 2: SC-PTM and eMBMS technologies can meet the capacity requirement in normal V2V scenarios.

Proposal 3: For the scenario of high-vehicle density with low vehicle speed (e.g., traffic jam), some congestion control mechanism can be studied.

4.3
End-to-end transmission latency

As RAN1 discussed in RAN1#82 meeting, we generally focus on the 100ms delay requirement. We captured the delay analysis from existing technical reports for unicast, SC-PTM and eMBMS.

4.3.1
Unicast

The end-to-end transmission latency for unicast is analyzed as following, according to Table 5.1.1.3-1 of [3]:
Table-5 End-to-end latency analysis of Unicast

	Description
	Time (ms) 
	Comments

	Sending UE ( eNB
	10
	Reference: Annex B.2 of 3GPP TR 36.912 [5]

	eNB(SGW/PGW(App server( eNB
	40(20)
	Out of RAN WG2 scope, the value 40ms, is shown as an example representative of the time required for the procedure. Backhaul transmission delay of 10ms on each network interface is assumed. 

Reference: 3GPP TR 36.912
When local switch is considered by RSU, the latency can be further reduced.

	eNB( Receiving Group Member UE
	10
	Reference: Annex B.2 of 3GPP TR 36.912[5]

	Total
	60(40)
	


4.3.2
SC-PTM

The end-to-end transmission latency for SC-PTM is analyzed in Table 6.1.4.1 of [4].
Table-6 End-to-end latency analysis of SC-PTM

	Description
	Time (ms)
	Comments

	Sending UE ( eNB
	10
	Reference: Annex B.2 of 3GPP TR 36.912 [5]

	eNB(SGW/PGW(GCSE AS(BM-SC
	20
	Out of RAN WG2 scope, the value 20ms, is shown as an example representative of the time required for the procedure. Backhaul transmission delay of 10ms on each network interface is assumed

	BM-SC ( eNB
	20 or 30
	Backhaul delay (M1) and node processing delay, without SYNC or with SYNC delay (i.e. SC-PTM scheduling period/2, with SC-PTM scheduling period of 20ms).

	Average delay due to SC-PTM scheduling period
	10 (20)
	20ms SC-PTM scheduling period for DRX

	eNB ( Receiving UEs
	10
	Receiving and processing at the UE

	Total
	70 (80) or 80 (90)
	


4.3.3
eMBMS

The end-to-end transmission latency for eMBMS is analyzed in Table 5.2.1.1.3-1 of [4].
Table-7 End-to-end latency analysis of eMBMS

	Description
	Time (ms)
	Comments

	sending UE ( eNB
	10
	Reference: Annex B.2 of 3GPP TR 36.912

	eNB(SGW/PGW(GCSE AS(BM-SC
	20
	Out of RAN WG2 scope, the value 20ms, is shown as an example representative of the time required for the procedure. Backhaul transmission delay of 10ms on each network interface is assumed

	BM-SC ( eNB
	20
	Assumes SYNC sequence length = 20ms = MSP/2. 

The eNB processing time and M1 delay are captured into the 20ms.

	MSP (Read MSI)
	40
	MSP = 40ms

	eNB ( Receiving UEs
	10
	Receiving and processing

	Total
	100
	


Observation 3:  Solutions of unicast, SC-PTM and eMBMS can fulfil end-to-end delay requirement for V2V messages.
From the analysis above, it is observed that both SC-PTM and eMBMS technologies can meet the requirements in terms of capacity and latency in normal cases.

Proposal 4: RAN2 is requested to capture the results and observations in terms of capacity and latency analysis into TR 36.885.

5 Conclusion
In this contribution, we analyzed the three potential solutions for Uu-based V2V transport in terms of capacity and latency. Some observations and proposals are given as follows.

Observation 1: The V2V message transmitted by one vehicle needs to be received by vehicles in the serving cell and neighbour cells. 
Observation 2: SC-PTM and eMBMS technologies can meet the capacity requirement in normal V2V scenarios.

Observation 3:  Solutions of unicast, SC-PTM and eMBMS can fulfil end-to-end delay requirement for V2V messages.
Proposal 1:  Similar to the transport of MCPTT service, unicast, eMBMS and SC-PTM are considered as potential technologies for Uu transport of V2V message.
Proposal 2:  The unicast solution should not be the only solution supporting V2V transport, but could be a supplementary of other solutions. 

Proposal 3: For the scenario of high-vehicle density with low vehicle speed (e.g., traffic jam), some congestion control mechanism can be studied.

Proposal 4: RAN2 is requested to capture the results and observations in terms of capacity and latency analysis into TR 36.885.
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