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1
Introduction
Background / unattended traffic in LTE networks was discussed at the last meeting [R2-153301]. This contributions presents some statistics as well as some recommendations on how to handle such traffic.
2
Observations from LTE Deployments
The packet calls statistics of ~30 LTE networks operated by Nokia are depicted on Figure 1 and 2 below. It can easily be observed that:
-
Smartphones create very frequent signalling: more than 500 packet calls per subscriber per day is possible, that is one packet call on average every 2 minutes during busy hour;

-
Data volume per packet call is very low: typically 100~200 kB in smartphone-dominated networks;
-
Data volume can be much higher: even more than 2,000 kB in laptop-dominated networks;
-
Smartphone-dominated networks can create 10x more signalling per Megabyte than laptop-dominated networks;
-
When smartphone penetration increases, relative signalling grows.
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Figure 1: Packet Calls per Subscriber Per Day
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Figure 2: kB exchanged per eRAB

From these observations, one can conclude that since a user is not constantly using his/her phone every 2 minutes, the majority of the ~500 packet calls per subscriber per day originates from background traffic. This corroborates the observations made in R2-153301. 

Observation 1: in smartphone dominated networks, background traffic triggers the establishment of numerous eRABs to frequently exchange limited amount of data. 

3
Dealing with Background Traffic
Typically there is an upper limit for the number of RRC connections that can be supported in an eNB and if that limit is reached then RRC connection requests will be rejected. Normally there is no issue since the number of RRC connections that can be typically supported is much more than what is needed. Consequently, in normal conditions, handling background traffic is not an issue.
Observation 2: handling background traffic in normal conditions should not be a problem.

During mass event however, traffic spikes occur in uplink with many users being active and uploading data to social media. Figure 3 and 4 below compares the average data volume per subscriber in both uplink and downlink in the same area over two different days: a normal day and during a mass event.
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Figure 3: Data Volume per Subscriber during a Normal Day
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Figure 4: Data Volume per Subscriber during a Mass Event

Traffic spikes in uplink during mass events not only stress uplink capacity but are also challenging in terms of eNB signalling capacity (very high signalling capacity required with peaks of a few hundreds of actions per seconds), eNB RRC Connected UE Capacity (high number of RRC connected UEs per cell and per eNodeB required), control channel capacity (high RACH, PUCCH and PDCCH capacity and efficient PDCCH link adaptation required) and load balancing (inter-frequency load balancing algorithms must minimize signalling while balancing the load). 
However, with proper eNB dimensioning, smart scheduling, load balancing, control channel capacity & uplink interference management, field experiences have shown that it is possible to handle 100,000s of LTE subscribers gathered in festivals (for instance in Japan and Korea). Limiting background traffic alone would probably not be enough to efficiently handle mass events, but in addition to those methods it should improve the overall experience of the active users.
Observation 3: in conjunction with other techniques (e.g. proper eNB dimensioning, smart scheduling, load balancing, control channel capacity & uplink interference management), limiting background traffic provides another opportunity for the eNB to increase the service quality perceived by active users during mass events.
3
Solution
The solution suggested in R2-153301 consist in broadcasting a RAN Congestion bit in SIB, most probably SIB2. In case of congestion, it may not be enough to only restrict future connections for background traffic but also terminating the ongoing ones.
Observation 4: the network signalling could notify UEs to restrict background data but also release ongoing ones.

From a RAN2 point of view, the solution is straightforward: just one notification to be added. The interaction with upper layers is however more complex in the UE: the modem needs to notify the OS that background applications need to be blocked and the OS needs to act upon such a notification as well as be able to reliably classify the applications. This naturally raises the question of testing.

Observation 5: for the notification to be effective, proper OS support and testing are required.

Conclusion
This contribution has discussed background data handling in LTE networks and has made several observations:
Observation 1: in smartphone dominated networks, background traffic triggers the establishment of numerous eRABs to frequently exchange limited amount of data. 

Observation 2: handling background traffic in normal conditions should not be a problem.

Observation 3: in conjunction with other techniques (e.g. proper eNB dimensioning, smart scheduling, load balancing, control channel capacity & uplink interference management), limiting background traffic provides another opportunity for the eNB to increase the service quality perceived by active users during mass events.

Observation 4: the network signalling could notify UEs to restrict background data but also release ongoing ones.

Observation 5: for the notification to be effective, proper OS support and testing are required.

