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Introduction
In RAN2#107b many agreements are made for RLF issues in IAB. Most of operation are now shown, but still there are some grey area identified.
For the convenience we put the agreements related:
	
R2 confirm that when the IAB-node is not configured with DC, it applies for BH RLF handling the same mechanisms and procedures as UE’s RLF handling currently specified in TS 38.331 (including e.g. detection and recovery). FFS on need of additional enhancements.
When NR DC is configured for the IAB-node, 2.1 RLF is detected separately for the MCG-link and for the SCG-link, and 2.2 existing UE procedures are used for MCG-link and SCG-link failure handling.
The following is agreed as working assumption: BH RLF recovery for DC case reuses UE’s MCG and SCG failure recovery procedures specified in Rel-16. 
For an IAB-node not configured with DC, it initiates  RRC reestablishment when it receives downstream notification “Recovery Failure”
For DC case, the IAB-node considers the radio link is failed and uses RRC existing or Rel-16 Mechanism (e.g. MCG or SCG failure report, RRC reestablishment) if “Recovery Failure” notification is received from parent nodes on MCG-link or/and SCG-link.
R2 assumes that RLF notification “recovery failure” would be triggered when RRC reestablishment has failed. FFS whether this need to be specified
BAP layer is used to transmit BH RLF notification(s).
R2 assumes that Upstream BH RLF notification to Donor CU via current F1-AP signalling is supported.




In this paper, we discuss three subsequent issues following this, i.e., 
· FFS on DL RLF notification signaling, 
· DL/UL RLF detection, and
· DU and MT operation after RLF / RLF recovery failure.
· RLF recovery failure handling 
· 

Discussion
FFS on DL RLF notification signalling
We have the agreement:
R2 assumes that RLF notification “recovery failure” would be triggered when RRC reestablishment has failed. FFS whether this need to be specified
If this is not specified, then the downstream node cannot know it lost the only link to the network. So fundamentally once RLF recovery failed, this should be indicated to the downstream node. The timing to send this notification is also exact the time instance when RLF recover is failed. The reason is obvious. If notification is sent earlier than RLF recover failure, the downstream node will do the RLF handling even if it might get re-connected during RLF recovery procedure. This will obviously make the cost that the downstream node will disconnect and have the latency to do the cell selection/ connection re-establishment. In the opposite side, if notification is sent later than RLF recovery failure, it obviously incurs the unnecessary waiting time even the parent node cannot work. So the optimal time to send the RLF failure notification is upon the RLF recovery failed.

Since majority view on this was triggering on the failure of re-establishment, this needs to be specify. In multi-vendor situation without specifying this, the child node cannot know when it has to change the parent node, and finally this incurs the insurable end-to-end delay, which is critical performance degradation.

Proposal 1. RAN2 specifies that RLF notification “recovery failure” is transmitted to the downstream node at RRC re-establishment failure.

DU and MT operation after RLF / RLF recovery failure
Once MT detects RLF and tries RLF recovery, if the recovery is failed whichever mechanism is used (Rel-15 or Rel-16), it will try to RRC connection re-establishment as the final handling. After this re-establishment failed, there is nothing for the IAB node to do. So it is reasonable for MT to go to the IDLE/Inactive mode, which is also the current UE behavior. For the DU at this time, if DU is working as normal, the accessing UE cannot go to the other normal cell, and just will keep the connection with this cell even there is no service. The easiest way to handle these accessing UE is shut down this DU so that the accessing UEs notifies no service on this cell. There is no possibility to indicate the HO to them since RRC has no connection at this time. 
Proposal 2. RAN2 agrees that MT goes to the IDLE/Inactive mode after RRC connection re-establishment failure.
Proposal 3. RAN2 agrees that DU is shut down after MT’s RRC connection re-establishment is failed.

Once DU is shut down, there could be no reference signal broadcasting. So autonomously accessing UE can detect the radio link failure with the serving cell. Anyway UE can be relocated to a suitable cell finally through the RRC connection re-establishment procedure. However, this shut down makes unnecessary latency for the accessing UEs to declare the RLF and cell selection, since there is time taken for channel evaluation, and RRC timer to declare RLF. 
Or even DU’s shut down is not agreed, still connected UEs and also camping UEs should be indicated to the failure. So we would like to introduce that indication to the execution of connection re-establishment. Since there could be many UEs, and this is not frequency case, so the broadcast signaling can be used for this indication.
Proposal 4. RAN2 agrees that DU broadcasts the indication of connection re-establishment for its accessing UEs’ relocation when MT’s RRC connection re-establishment failure.


RLF recovery failure handling 
For DC case, the IAB-node considers the radio link is failed and uses RRC existing or Rel-16 Mechanism (e.g. MCG or SCG failure report, RRC reestablishment) if “Recovery Failure” notification is received from parent nodes on MCG-link or/and SCG-link.

As we understand, the agreement didn’t determine whether existing mechanism or Rel-16 mechanism is used for recovery failure notification case. RLF handling case without downstream notification i.e., link’s own RLF detection is agreed to use Rel-16 mechanism as working assumption. Considering that there is no blocking factor to adopt this so far, we think that there is no problem in adopting Rel-16 mechanism. One possible consideration is feasibility of SRB type at each IAB node. 
As seen in the below figure which is from endorsed 38.300, RRC/NAS packet is gone through stacks as in normal UE, therefore there is no reason to restrict the SRB type. In DC case, there could be SRB1/2/3 and split SRB1/2 between MT and donor IAB node.  



Figure 4.x.2-3: Protocol stack for the support of IAB-MT’s RRC and NAS connections
Therefore, there is no reason not to adopt Rel-16 mechanism. So we need to first agree to use Rel-16 mechanism not as the assumption. 
Proposal 5. RAN2 agrees that BH RLF recovery for DC case reuses UE’s MCG and SCG failure recovery procedures specified in Rel-16.

For the case where the child node receives downstream notification on RLF recovery failure, it needs to be determined on failure handling mechanism between Rel-15 or Rel-16. The reception of RLF recovery failure from its parent node(s) is just meaning that that link cannot be used. This is the same as RLF on that link. So there is no reason to have different solution with the one for BH RLF recovery without notification. 
Proposal 6. RAN2 agrees that for DC case, the IAB-node considers the radio link is failed and uses Rel-16 Mechanism (e.g. MCG or SCG failure report, RRC reestablishment) if “Recovery Failure” notification is received from parent nodes on MCG-link or/and SCG-link.
Our understanding is that if neither SRB3 nor split SRB is configured, only the legacy Rel-15 procedure can be executed. Therefore, to get full exploitation of this feature, there is always either split SRB1 or SRB3 should be configured for each IAB node. 
Proposal 7. RAN2 agrees that for each IAB node, at least one of split SRB1 or SRB3, or both should be configured. 


Conclusion
In this contribution, we have the following proposals:
Proposal 1. RAN2 specifies that RLF notification “recovery failure” is transmitted to the downstream node at RRC re-establishment failure.
Proposal 2. RAN2 agrees that MT goes to the IDLE/Inactive mode after RRC connection re-establishment failure.
Proposal 3. RAN2 agrees that DU is shut down after MT’s RRC connection re-establishment is failed.
Proposal 4. RAN2 agrees that DU broadcasts the indication of connection re-establishment for its accessing UEs’ relocation when MT’s RRC connection re-establishment failure.
Proposal 5. RAN2 agrees that BH RLF recovery for DC case reuses UE’s MCG and SCG failure recovery procedures specified in Rel-16.
Proposal 6. RAN2 agrees that for DC case, the IAB-node considers the radio link is failed and uses Rel-16 Mechanism (e.g. MCG or SCG failure report, RRC reestablishment) if “Recovery Failure” notification is received from parent nodes on MCG-link or/and SCG-link.
Proposal 7. RAN2 agrees that for each IAB node, at least one of split SRB1 or SRB3, or both should be configured. 
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