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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
This contribution discusses the support of QoS enforcement based on time- or data-volume varying requirement, and proposes dynamic adaptation of QoS flow to DRB mapping for MDBV enforcement.
Discussions
Limitations of existing LCP mechanism have been identified in [1 – 3] to support service of time/volume-varying traffic requirement:
1) LCP does not allow shorter latency techniques to be used only during the slow start phase of TCP operation; and
2) in scenarios where LCP restrictions cannot isolate Delay Critical GBR services from each other and/or from other services, MDBV cannot be enforced, resulting in lower capacity for all GBR bearers.
The proposed enhancements are to dynamically change, either by network signaling or configured rule at UE, parameters that control the operation of LCP, such as priority, PBR, BSD, etc., of a logic channel. However, some shortcomings were pointed out in RAN2#107bis meeting as follows:
a) Adjusting operating parameters dynamically can be challenging, as LCP task is performed under tight processing timeline; and
b) These enhancement approaches work only for the special case when a single QoS flow is mapped to a DRB, but not in general scenarios when multiple QoS flows are mapped onto a DRB.



Figure 1: 5GS QoS Framework
Figure 1 shows the 5GS QoS framework, illustrating the steps to apply QoS control on an application’s traffic data:
1) First a service data flow (i.e., an application’s traffic data) is mapped into a QoS flow at NAS layer, according to a NAS QoS rule, where multiple service data flows may be mapped into the same QoS flow;
2) Then a QoS flow is mapped into a data radio bearer (DRB) at AS layer, according to QoS flow to DRB mapping rule, where multiple QoS flows may be mapped into the same DRB;
3) Finally Logical Channel Prioritization (LCP) is performed to allocate the available radio resources among the DRBs.
QoS flow and DRB are the finest granularity of QoS differentiation at the NAS and AS layers, respectively. That is, packets carried in the same QoS flow receive the same forwarding treatment at NAS layer [4], and packets carried in the same DRB receive the same forwarding treatment at AS layer [5]. Different forwarding treatments can be enforced for distinct requirements on scheduling priority, data rate, and packet delay budget. 
[bookmark: _Hlk23406969]At AS layer, separate DRBs may be established for QoS flows requiring different packet forwarding treatment, and LCP mechanism allocates radio resources accordingly among the DRBs to meet their respective needs of forwarding treatment. Hence, QoS flow to DRB mapping is the tool to transport requirements of a QoS flow to the corresponding AS support. For example, if a QoS flow has certain requirements on data rate and delay budget, it should be mapped onto a corresponding DRB supporting the required data rate and packet delay budget (PDB).
[bookmark: Observation1]Observation 1: QoS flow to DRB mapping is the tool to transport requirements of a QoS flow to the corresponding AS support.
MDBV (Maximum Data Burst Volume) denotes the largest amount of data that the 5G-AN is required to serve within a period of 5G-AN PDB (i.e. 5G-AN part of the PDB) [4]. The introduction of MDBV requirement makes the support of the involved QoS flow time/volume-varying, depending on whether MDBV is already met or not – before MDBV is met, a DRB with higher priority and/or data rate needs to be used to carry packets of this QoS flow; after MDBV is met, a DRB with lower priority and/or data rate is sufficient. Hence, dynamically adjusting QoS flow to DRB mapping can achieve MDBV requirement with efficient utilization of radio resources.
[bookmark: _Hlk23411576][bookmark: Observation2]Observation 2: Dynamically adjusting QoS flow to DRB mapping can achieve MDBV requirement with efficient utilization of radio resources:
· before MDBV requirement is met, the involved QoS flow is mapped to a DRB with higher priority and/or data rate;
· after MDBV requirement is met, the involved QoS flow is mapped to a DRB with lower priority and/or data rate.
A UE may be configured with QoS flow to DRB mapping by RRC [6] as, 
[bookmark: _Hlk23411382]SDAP-Config ::=                     SEQUENCE {
    pdu-Session                         PDU-SessionID,
    sdap-HeaderDL                       ENUMERATED {present, absent},
    sdap-HeaderUL                       ENUMERATED {present, absent},
    defaultDRB                          BOOLEAN,
    mappedQoS-FlowsToAdd                SEQUENCE (SIZE (1..maxNrofQFIs)) OF QFI                                 OPTIONAL, -- Need N
    mappedQoS-FlowsToRelease            SEQUENCE (SIZE (1..maxNrofQFIs)) OF QFI                                 OPTIONAL, -- Need N
    ...
}

Dynamic adaptation of QoS flow to DRB mapping may be configured in RRC by providing a QoS flow with mappings to 2 DRB, and MDBV related parameters, such as DBV (Data Burst Volume) and PDB (Packet Delay Budget), used as switching condition. For example, DBV and PDB parameters can be added into SDAP-Config of a DRB for a QoS flow to indicate that this is the DRB for the QoS flow to fallback once MDBV requirement is achieved.
[bookmark: Observation3]Observation 3: Dynamic adaptation of QoS flow to DRB mapping may be configured in RRC by providing a QoS flow with mappings to 2 DRB, and MDBV related parameters, such as DBV and PDB, used as switching condition.
Once configured, UE performs QoS flow to DRB mapping at SDAP layer [7], as
“At the reception of an SDAP SDU from upper layer for a QoS flow, the transmitting SDAP entity shall:
-	if there is no stored QoS flow to DRB mapping rule for the QoS flow as specified in the subclause 5.3:
-	map the SDAP SDU to the default DRB;
-	else:
-	map the SDAP SDU to the DRB according to the stored QoS flow to DRB mapping rule;”
Hence, if configured with mappings to two DRBs for a QoS flow and the corresponding MDBV switching condition, SDAP can perform dynamic switching between two DRBs for a QoS flow, based on the amount of data (related to DBV) delivered in certain period of time (related to PDB) to the DRB with the data rate matched to MDBV requirement.
[bookmark: Observation4][bookmark: _Hlk23413597]Observation 4: SDAP can perform dynamic switching between two DRBs for a QoS flow, based on the amount of data (related to DBV) delivered in certain period of time (related to PDB) to the DRB with the data rate matched to MDBV requirement. 
[bookmark: _Hlk20771365][bookmark: Proposal1]Proposal 1: Dynamic adaptation of QoS flow to DRB mapping is specified to enforce MDBV requirement through
· RRC configuration of a QoS flow with mappings to 2 DRB, and a switching condition based on MDBV related parameters, such as DBV and PDB; and
· SDAP performing dynamic switching between two DRBs for a QoS flow, based on the amount of data (determined by the DBV) delivered in certain period of time (determined by the PDB) to a DRB (with the data rate matched to MDBV requirement).
[bookmark: _Hlk23414504][bookmark: _Hlk23414378]TCP slow-start related requirements [1] are only visible at application layer, when a service data flow is mapped into a QoS flow. Like the dynamic adaptation of QoS flow to DRB mapping to enforce MDBV requirement, dynamic adaptation of service data flow to QoS flow can be applied to adjust forwarding treatment during a TCP session. As application data flow to QoS flow mapping is performed at NAS layer, this should be discussed in SA2 instead.
[bookmark: Proposal2]Proposal 2: Dynamic adaptation of application data flow to QoS flow can be applied to adjust forwarding treatment during a TCP session to enhance slow-start process, and it may be discussed in SA2. 
[bookmark: Proposal8][bookmark: _Ref129681832]
Conclusions
This contribution discusses the support of MDBV enforcement, which leads to the observations and proposals as follows:
Observation 1: QoS flow to DRB mapping is the tool to transport requirements of a QoS flow to the corresponding AS support.
Observation 2: Dynamically adjusting QoS flow to DRB mapping can achieve MDBV requirement with efficient utilization of radio resources:
· before MDBV requirement is met, the involved QoS flow is mapped to a DRB with higher priority and/or data rate;
· after MDBV requirement is met, the involved QoS flow is mapped to a DRB with lower priority and/or data rate.
Observation 3: Dynamic adaptation of QoS flow to DRB mapping may be configured in RRC by providing a QoS flow with mappings to 2 DRB, and MDBV related parameters, such as DBV and PDB, used as switching condition.
Observation 4: SDAP can perform dynamic switching between two DRBs for a QoS flow, based on the amount of data (related to DBV) delivered in certain period of time (related to PDB) to the DRB with the data rate matched to MDBV requirement. 
Proposal 1: Dynamic adaptation of QoS flow to DRB mapping is specified to enforce MDBV requirement through
· RRC configuration of a QoS flow with mappings to 2 DRB, and a switching condition based on MDBV related parameters, such as DBV and PDB; and
· SDAP performing dynamic switching between two DRBs for a QoS flow, based on the amount of data (determined by the DBV) delivered in certain period of time (determined by the PDB) to a DRB (with the data rate matched to MDBV requirement).
Proposal 2: Dynamic adaptation of application data flow to QoS flow can be applied to adjust forwarding treatment during a TCP session to enhance slow-start process, and it may be discussed in SA2. 
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