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Introduction

The adaptation layer is responsible for routing of data between the IAB donor and UEs as part of the IAB feature. During RAN2#105-bis, the following agreements regarding routing were reached:

· “Destination IAB node/IAB donor-DU address” and “Specific path identifier” (carried in the BAP) are considered as candidate for route identifier for routing at an adaptation layer. Additional required information for routing is FFS.

· “Destination IAB node/IAB donor-DU address” and/or “Specific path identifier” is unique within an IAB donor-CU. 

· FFS what ID is used to identify the egress link (next hop link) in routing table. C-RNTI alone will not be used for this purpose. 

· Load balancing by routing by Donor CU shall be possible.

· Local selection of path/route is done at link failure, other cases FFS.

In this contribution we consider further details of routing and try to compare destination address based routing and path identifier based routing.

Discussion
Destination address based routing consists of selecting an egress link for a packet based on the destination address of the packet. In this approach, the destination address is included in the BAP header. Such routing is performed at each IAB node. If there are multiple egress links from an IAB node to a given destination node, the IAB node may be able to select one of the egress links. The table below shows the basic structure of a routing table for the destination address based routing.

	Destination address
	Next hop node addresses

	IAB node Addr1
	Next hop node1, next hop node2,..

	
	


Route ID based routing (a.k.a. path ID based routing) consists of selecting an egress link for a packet based on route IDs. In this approach, the route ID is included in the BAP header. The route ID uniquely identifies a sequence of nodes from an IAB donor DU to an access IAB node. That is, it is assumed that the routes are enumerated in advance and each IAB node is configured with a routing table that enables routing based on the route IDs. The table below shows the basic structure of the routing table for path ID based routing.

	Route ID
	Next hop node addresses

	Route ID1
	Next hop node1

	
	


It has been agreed in RAN2#105bis that load balancing by performing routing decisions by donor CU shall be possible. That is, it should be possible for the donor CU to configure the routing tables at the IAB nodes such that a packet follows a route that is determined by the CU. The route ID based approach naturally lends itself to the load balancing control at the CU, since the CU is responsible for topology management and therefore enumerates all routes. The CU can identify precisely the route taken by each packet by ensuring that each route ID in the routing table corresponds to exactly one next hop address.
Observation 1: The route ID based routing approach can be used for centralized control of load balancing, by configuring routing tables such that each route ID corresponds to exactly one next hop address.
The route ID based routing approach can also enable localized real time load balancing at IAB nodes. For this, the CU configures routing tables where a route ID maps to more than one next hop node. This enables the IAB node to select one of the next hops corresponding to the route ID. In effect, this uses one route ID to refer to multiple routes to a given destination.

Observation 2: The route ID based routing approach can be used for real time localized load balancing by configuring routing tables such that a route ID corresponds to more than one next hop address.

With destination address based routing, some of the ability of the CU to do centralized load balancing is lost. The CU configures routing tables, at each IAB node, that indicate next hop addresses corresponding to each destination address that can be reached from the IAB node. If there are more than one next hop addresses corresponding to a destination address, the IAB node is able to determine which next hop is chosen. Thus, the CU loses the ability to determine precisely which route is taken by a packet when there are multiple destinations to a route.
On the other hand, destination address based routing enables an IAB node to perform real-time localized load balancing. The IAB node choose a next hop based on radio conditions or queue lengths. However, the ability of the IAB node to perform load balancing across routes is limited by the fact that it does not have information about nodes further downstream or upstream.

Observation 3: The destination address based routing approach is not conducive to centralized load balancing.

Observation 4: Destination address based routing is suitable for real-time localized load balancing at IAB nodes based on radio conditions and queue lengths at the IAB node; however it cannot take into account conditions further downstream or upstream in the network.
Based on the above discussion we think RAN2 should adopt route ID based routing.

Proposal: Route ID based routing is adopted for IAB. That is, the BAP protocol header includes a route ID and routing decisions at the IAB node are based on the route ID.

Summary

This contribution has compared the two routing approaches being considered for IAB: destination address based routing and path identifier based routing. Our observations and proposals are reproduced below. RAN2 is requested to discuss and agree on these.

Observation 1: The route ID based routing approach can be used for centralized control of load balancing, by configuring routing tables such that each route ID corresponds to exactly one next hop address.
Observation 2: The route ID based routing approach can be used for real time localized load balancing by configuring routing tables such that a route ID corresponds to more than one next hop address.

Observation 3: The destination address based routing approach is not conducive to centralized load balancing.

Observation 4: Destination address based routing is suitable for real-time localized load balancing at IAB nodes based on radio conditions and queue lengths at the IAB node; however it cannot take into account conditions further downstream or upstream in the network.
Proposal: Route ID based routing is adopted for IAB. That is, the BAP protocol header includes a route ID and routing decisions at the IAB node are based on the route ID.
