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1	Introduction
RAN2 tentatively discussed handling of BH link RLF in IAB during RAN2#105 meeting touching upon several aspects:
· BH link recovery in single-connected mode
· BH link recovery id dual-connectivity mode 
· BH RLF notification to downstream an upstream IAB nodes
This paper provides further considerations on first two issues while the issue of BH link RLF notifications is discussed in a companion paper in [3].
2	RLF in dual-connected IAB node
The following agreement was reached with respect to BH link RLF handling in DC mode during the last meeting:
	Alternate Routes and/or Dual Connectivity (if agreed) could be utilised at recovery at a failure of a BH link. 



It is also proposed in the summary of the e-mail discussion “[105#45][IAB] R2+R3: IAB Misc (Qualcomm)” that NR DC is used to enable route redundancy for IAB-nodes operating in SA-mode. We agree NR DC framework can be reused and so far there is no issue identified that would prevent 3GPP from doing so. In addition, as explained in [1], there are many complexities related to applying the only alternative mentioned so far, i.e. multi-MT support in a single IAB node:
· Support of multi-MT complicates routing in uplink direction as IAB DU needs to choose the MT function for routing 
· Specifying multi-connectivity solution based on multiple MT functions per IAB node would require additional effort from RAN WGs to address issues such as coordination between MT functions, how parent nodes are chosen, how measurements are reported etc. For NR-DC those aspects are already covered by an existing framework.
· Intra-frequency multi-connectivity requires the same amount of additional work from RAN1 and RAN4 regardless of whether it is based on NR-DC or multi-MT solution. Moreover, aspects of intra-frequency NR-DC are to be covered by other work items related to mobility or dual connectivity enhancements and IAB could reuse this, once ready. There is no plan to work on multi-MT case in other WIs as it is a solution specific to IAB only.
Base on the points above, we would like to restate our proposal not to discuss multi-MT support in IAB WI, which does not preclude multi-MT implementations without specifications impact to be developed:
Proposal 1: RAN2 should work on route redundancy support based on multi-connectivity using the NR-DC framework. No work specific to support of multiple MT functions in a single IAB node should be done.
When it comes to a topic of RLF handling with NR-DC, we have previously proposed in [2] that at least for the sake of IAB BH link RLF in IAB scenarios, NR-DC should support MCG failure (MCG-RLF) information reporting to MN via SN (e.g. using split SRB1 or SRB3) and that MT of an IAB node operating in NR-DC mode should not trigger RRC Reestablishment procedure in case SCG path is operational. The topic of fast MCG recovery is considered in NR/DC enhancements WI and the following agreements were reached during RAN2#105 meeting:
Agreements
1. MCG failure can be indicated to the network via the SCG. FFS if via SCells. 
2. FFS how the failure is indicated, which SRBs, and which failure case the fast MCG failure recovery.  
3. We will aim to have a unified solution for the failure cases that we want to address. 

Based on that, it can be seen that the topic is already being discussed and that there is an intention to specify a unified solution for all the cases, which should include also IAB. Therefore, there is no need to work on this topic specifically in IAB WI, which allows us to focus on other issues and just reuse the enhancements defined in DC/CA enhancements WI.
Observation 1: There is no need for work on enhancements of MCG failure handling for dual-connected IAB node in IAB WI. The related work is already handled as part of DC/CA enhancements WI.
3	RLF in single-connected IAB node
The following was agreed for BH link RFL handling in single-connected IAB node:
	Current UE RLF detection and recovery is reused as baseline



It is also proposed in the e-mail discussion summary of “[105#45][IAB] R2+R3: IAB Misc (Qualcomm)” that Uu handover and connection reestablishment procedures are baseline for migration of IAB-node MT. While we agree this is a baseline, which is already available and can be readily reused, we are at the same time concerned about the interruption times caused by RRC Reestablishment procedure. We think that faster link recovery is required to minimize BH link interruption times in single-connected IAB nodes case.
Proposal 2: RAN2 should investigate means of quick RLF recovery faster than baseline RRC Reestablishment procedure.
Some proposals were already captured in the TR during the study phase the TR section devoted to “Efficient backhaul-link-failure recovery”:
	The following can be considered for recovery from backhaul failures:
-	Information can be provided to downstream IAB-nodes regarding backhaul failure including a list of nodes that cannot serve as parent nodes due to the backhaul failure.
-	Preparation of alternative backhaul links and routes in advance (i.e. before occurrence of RLF).



Similarly, as in the case of NR-DC, the alternative backhaul link can be pre-prepared for IAB node before the RLF actually happens. This means that for example adaptation layer and routing tables can be already configured in the concerned IAB node as well as other IAB nodes on the second path. The only difference with the NR-DC case would be that the radio connection with the second parent is not yet operational.
Proposal 3: Donor CU should be able to prepare secondary route for the IAB node to allow for faster RLF recovery even in case the IAB node is not dual-connected. The pre-preparation may include configuring adaptation layer and routing tables on the IAB nodes on the secondary route in advance.
To allow for faster recovery also from radio perspective, the pre-preparation of alternate BH link should be also performed on Uu interface. In NR-DC case this can be addressed by taking advantage of operational SCG link as described above while for single-connected IAB node, other means are needed. One possibility is to enhance RRC Reestablishment procedure, but on the other hand the techniques allowing to avoid it completely could be investigated.
Proposal 4: RAN2 should investigate enhancements decreasing BH link interruption time upon RRC Reestablishment or means allowing to avoid RRC Reestablishment triggering.
One way to achieve the latter would be to use a technique similar to or based conditional handover. Although the details of conditional handover are yet to be discussed as part of Mobility WI, the general rule behind it is that the final decision about when to switch to a target cell/gNB is made by the UE based on the condition pre-configured by the source cell/gNB. Since the pre-configuration is provided when UE still experiences stable connection with its serving cell, it is possible to avoid a situation where UE’s measurement report does not reach source gNB or HO command does not reach the UE on time, because of already deteriorated radio conditions. As such, it would be a perfect fit for IAB scenarios where IAB nodes will operate in a defined topology, i.e. will have a specified parent node and a set of candidate parent nodes, i.e. the ones they can switch to in case of, e.g. blockage or current parent node failure. It is not yet clear how the design of conditional handover for NR will look like, but it is important to ensure that IAB requirements are taken into consideration while it is being developed. In the conditional HO discussions thus far (e.g. in Rel-15) companies focused on access UEs, which could be moving through the network relatively fast. In the IAB deployments, the main reason for changing parent node of an IAB node would be due to link failure or its significant deterioration and not due to mobility. Thus, traditionally used HO triggers based on mobility events may not be applicable in these scenarios, e.g. RRM measurements are filtered with L3 filter, which slows down the mobility procedure. This is an intended effect for traditional mobility, but in case of fixed IAB nodes, which are subject to blockage, it will increase service interruption time while not bringing any benefit. To speed the execution of conditional HO in such cases, it would be better to rely on other means, e.g. based on:
· Beam failure – due to fixed and LOS deployments which are characteristic for IAB architectures, in case a beam configured for the IAB MT part fails, there is little chance another usable beam can be found in the same cell. Instead of proceeding with beam failure recovery procedure, it would be then better to switch to another parent node right-away.
· Radio link failure – similar logic could apply to RLF, i.e., instead of trying to re-establish a connection with a current or another parent node, proceeding with conditional handover to switch the parent node would work faster. 
· Physical layer issues indication – to accelerate the procedure even more UE could execute conditional HO based on physical layer issues used for radio link monitoring.
It is therefore proposed that:
Proposal 5: It should be possible for the IAB node to trigger handover to a pre-prepared parent node candidate upon detecting issues with BH link with its current parent node, e.g. based on detecting BH link RLF.
[bookmark: _GoBack]Once the Work Item on mobility progresses, we can further check whether such mechanism can be modelled as part of conditional handover framework or it should be specified as part of IAB WI. Another potential enhancement which could be reused in IAB scenarios is RACH-less handover, which can be leveraged to further decrease the time for which BH link is not available. Due to fixed nature of IAB nodes, the candidate parent nodes can be known in advance and it is possible to get the appropriate timing advance value (e.g. via measurements performed by IAB nodes) before the need to switch the link actually occurs and store it for future use.
4	Conclusions
Based on the discussion in the paper, it is proposed to agree on the following:
Proposal 1: RAN2 should work on route redundancy support based on multi-connectivity using the NR-DC framework. No work specific to support of multiple MT functions in a single IAB node should be done.
Proposal 2: RAN2 should investigate means of quick RLF recovery faster than baseline RRC Reestablishment procedure.
Proposal 3: Donor CU should be able to prepare secondary route for the IAB node to allow for faster RLF recovery even in case the IAB node is not dual-connected. The pre-preparation may include configuring adaptation layer and routing tables on the IAB nodes on the secondary route in advance.
Proposal 4: RAN2 should investigate enhancements decreasing BH link interruption time upon RRC Reestablishment or means allowing to avoid RRC Reestablishment triggering.
Proposal 5: It should be possible for the IAB node to trigger handover to a pre-prepared parent node candidate upon detecting issues with BH link with its current parent node, e.g. based on detecting BH link RLF.
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