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1. Introduction

This TDOC proposes changes to the TR 38.821 capturing agreements decided during RAN2#105 beyond the Text Proposals (R2-1900564, R2-1902554) approved and already incorporated in the v0.4.0 (see R3-191167) .

It is submitted to the email discussion decided in Athens and referenced as follow :

·  [105#52][NR/NTN – TP on agreements]  (Thales)

Intended outcome: TP on agreements taken in RAN2#105

Deadline:  Thursday 21/03/2019 

2. Recall of the agreements during RAN2#105
In this clause, agreements which are not related to Text Proposals are listed below (The Text Proposals agreed during RAN2#105 have already been incorporated in the TR 38.821 v0.4.0):

· The rapporteur will capture the device density figures for IoT.  FFS where we will capture.

· The two principles, increasing the value range and applying a RTD compensation offset, and the joint usage of these two principles are used as a starting point for the discussion on how to adapt the user plane timers, impacted by the large RTD of NTN, for NTN. Which principle is applied is examined for each timer separately. Further principles are not excluded
· The ra-ResponseWindow should be modified to support NTN

· Introduce an offset for the start of the ra-ResponseWindow for NTN. The offset shall be configurable to accommodate different scenarios

· RAN2 will study if other than delaying the start of ra-ResponseWindow an extension of ra-ResponseWindow is needed to support NTN

· The ra-ContentionResolutionTimer should be modified to support NTN

· Introduce an offset for the start of the ra-ContentionResolutionTimer for NTN

· A modification of drx-LongCycleStartOffset, drx-StartOffset, drx-ShortCycle, drx-ShortCycleTimer, drx-onDurationTimer, drx-SlotOffset and drx-InactivityTimer is not needed to support NTN

· If HARQ is supported by NTN, the drx-HARQ-RTT-TimerDL and drx-HARQ-RTT-TimerUL, should be modified to support NTN

· FFS is if HARQ is supported by NTN whether the value range of drx-HARQ-RTT-TimerDL and drx-HARQ-RTT-TimerUL should be extended to support NTN or an offset is added

· A modification of drx-RetransmissionTimerDL and drx-RetransmissionTimerDL is not needed to support NTN

· The sr-ProhibitTimer should be modified to support NTN

· The value range of sr-ProhibitTimer  should be extended to support NTN

· If HARQ is supported by NTN, the timer t-Reassembly should be modified to support NTN

· If HARQ is supported by NTN, the value range of t-Reassembly should be extended to support NTN

The following assumptions will be taken as a baseline and can be revisited if new performance and QoS requirements are defined:

· A modification of the t-PollRetransmit timer value may not needed to support NTN

· A modification of the t-statusProhibit timer value may not needed to support NTN

· Modification of the discardTimer value should be studied

· timer t-Reordering

Further agreements:

· Retransmissions at one or several layers shall be supported for NTN and configurable by the network

· The network should be able to configure the UE whether the HARQ is “turned off”.  There is no UL feedback for DL transmission in the if HARQ is turned off.  FFS the impact on other procedures and how to configure

· 2-step RACH in general can be beneficial for NTN and can be studied after the Rel-16 WI on 2-step RACH has progressed

· It was agreed to capture following observations in the TR:

· Companies were not ready to identify and agree on solution options for RRM or HO for NTN. 

· For GEO NTN, the large propagation delay was identified to be the key issue and the effect on performing measurements and for measurement configuration should be considered.

· Specific for LEO NTN,  satellite movement related aspects such as measurement validity, UE velocity, movement direction, large and varying propagation delay and dynamic neighbour cell set were identified

· UE location and satellite ephemeris information would be beneficial

· The TR will capture the characteristic of the measurement variations in satellite systems

· NTN specific aspects related CHO can be studied in the RAN2#106meeting
Proposal 1: Capture these agreements in the TR

3. Text Proposal for TR 38.821 v0.4.0
Start of changes
7
Radio protocol issues and related solutions

Editor’s note: to be drafted by RAN2

7.1
Requirements and key issues 

7.1.1 
Delay
In order to reduce the standardization work, the table here below identifies the worst case NTN scenarios to be considered for the delay constraint.

Table 7.1-1: NTN scenarios versus delay constraints, Source [2]
	NTN scenarios
	A
	B
	C1
	C2
	D1
	D2

	
	GEO transparent payload
	GEO regenerative payload
	LEO transparent payload
	LEO regenerative payload

	Satellite altitude
	35 786 km
	600 km

	Relative speed of Satellite wrt earth
	negligible
	7.56 km per second

	Min elevation for both feeder and service links
	10° for service link and 5° for feeder

	Typical Min / Max NTN beam foot print diameter (note 1) 
	100 km / 1000 km
	50 km / 500 km

	Maximum Round Trip Delay on the radio interface between the gNB and the UE
	541.75 ms (Worst case)
	270.57 ms
	28.41 ms
	12.88 ms

	Minimum Round Trip Delay on the radio interface between the gNB and the UE
	477.14 ms
	238.57 ms
	8 ms
	4 ms

	Maximum Delay variation as seen by the UE
(note 2)
	Negligible
	Up to +/- 40 µs/sec (Worst case)
	Up to +/- 20 µs/sec

	Maximum delay difference within a NTN beam as seen by the UE
(note 3)
	16 ms (Worst case)
	4.44 ms

	Max rate of hand-over (FFS)
	
	
	
	
	
	

	NOTE 1: The beam foot print diameter are indicative. The diameter depends on the orbit, earth latitude, antenna design and radio resource management strategy in a given system.
NOTE 2: The delay variation measures how fast the round trip delay (function of UE-satellite-NTN gateway distance) varies over time when the satellite moves towards/away from the UE. It is expressed in µs/s and is negligible for GEO scenario

NOTE 3: The delay difference compares the delay (function of UE-satellite-NTN gateway distance) experienced by two different UEs served by the same beam at a given time


When several non-terrestrial network scenarios feature a maximum in terms of delay constraints, it is sufficient to study only one of these scenarios.

· NTN Scenario based on GEO with transparent payload for RTD and delay difference constraints

· NTN Scenario based on LEO with transparent payload and moving beams for the delay variation related constraint

As per the duplex mode:

· Down-prioritize TDD in this study item
· There is no TDD-specific timing requirements and solutions on layer 2 due to propagation delay.

7.2 

User plane enhancements 
Editor’s note: The two principles, increasing the value range and applying a RTD compensation offset, and the joint usage of these two principles are used as a starting point for the discussion on how to adapt user plane timers, impacted by the large RTD of NTN, for NTN. Which principle is applied is examined for each timer separately. Further principles are not excluded

7.2.1 
MAC

Editor’s note: RAN2 will study impacts and possible enhancements to the following MAC functions including DRX, HARQ, Random Access procedure
Editor’s note: Discussion on 2-step RACH will be postponed until the procedures are more stable
Editor’s note: Both options (enhancing HARQ and disabling HARQ) will be studied
7.2.1.1
Random Access

7.2.1.1.1

4-Step RACH Procedure

Problem Statement

After transmitting the Random Access Preamble (Msg1), the UE monitors the PDCCH for the Random Access Response (RAR) message (Msg2).  The response window (ra-ResponseWindow) starts at a determined time interval after the preamble transmission. If no valid response is received during the ra-ResponseWindow, a new preamble is sent. If more than a certain number of preambles have been sent, a random access problem will be indicated to upper layers. [TS 38.321] 

In terrestrial communications, the RAR is expected to be received by the UE within a few milliseconds after having sent the preamble. In NTN the propagation delay is much larger and therefore, the RAR cannot be reached at the UE within the specified time interval. Therefore, the behavior of ra-ResponseWindow should be modified to support NTN.

Possible Solution

Introduce an offset for the start of the ra-ResponseWindow for NTN. The offset shall be configurable to accommodate different scenarios.

Editor’s note: RAN2 will study if other than delaying the start of ra-ResponseWindow an extension of ra-ResponseWindow is necessary to support NTN.
Problem Statement

When the UE sends an RRC Connection Request (Msg3), it will monitor for Msg4 in order to resolve a possible random-access contention. The ra-ContentionResolutionTimer starts after Msg3 transmission. The maximum configurable value of ra-ContentionResolutionTimer is large enough to cover the RTD in NTN. However, to save UE power, the behavior of ra-ContentionResolutionTimer should be modified to support NTN.

Possible Solution

Introduce an offset for the start of the ra-ContentionResolutionTimer for NTN.
7.2.1.1.2

2-Step RACH Procedure

Editor’s note: 2-step RACH in general can be beneficial for NTN and can be studied after the Rel-16 WI on 2-step RACH has progressed
7.2.1.2
Discontinuous Reception (DRX)
Problem Statement

The Discontinuous Reception (DRX) supports UE battery saving by reducing the PDCCH monitoring time. Several RRC configurable parameters are used to configure DRX. [TS 38.321][TS38.331]

A modification of drx-LongCycleStartOffset, drx-StartOffset, drx-ShortCycle, drx-ShortCycleTimer, drx-onDurationTimer, drx-SlotOffset and drx-InactivityTimer is not needed to support NTN for the reason that the timer values were inspected to accommodate the RTD of NTN system.
drx-HARQ-RTT-TimerDL is the minimum duration before a downlink assignment for HARQ retransmission is expected by the MAC entity. In terrestrial communications this is configurable in the range of a few ms, which is too small for a communication-link with a satellite. drx-HARQ-RTT-TimerUL is the same as drx-HARQ-RTT-TimerDL just for the uplink.[TS 38.321][TS38.331]

If HARQ is supported by NTN, the handling of drx-HARQ-RTT-TimerDL and drx-HARQ-RTT-TimerUL, should be modified to support NTN.
drx-RetransmissionTimerDL presents the maximum time until a downlink retransmission is received. The timer starts latest after 4ms after the corresponding transmission. During this timer runs, the UE monitors the PDCCH. drx-RetransmissionTimerUL is the same as drx-RetransmissionTimerDL just for the uplink.[TS 38.321][TS38.331]

A modification of drx-RetransmissionTimerDL and drx-RetransmissionTimerDL is not needed to support NTN.
Possible Solution

Editor’s note: It needs further study whether the value range of drx-HARQ-RTT-TimerDL and drx-HARQ-RTT-TimerUL are extended or an offset is introduced.
7.2.1.3

Scheduling Request
Problem Statement

A UE can use a Scheduling Request (SR) to request UL-SCH resources from the gNB for a new transmission or a transmission with a higher priority. SR transmission is configured by RRC. During the prohibit timer (sr-ProhibitTimer) is active, no further SR is initiated.[TS 38.321] The sr-ProhibitTimer will at latest expire after 128ms [TS 38.331] and initiate a SR.  For GEO systems the value range is not sufficient because the RTD is larger.
The sr-ProhibitTimer should be modified to support NTN.

Possible Solution

The value range of sr-ProhibitTimer should be extended to support NTN.

7.2.1.4
HARQ
Editor’s note: Retransmissions at one or several layers shall be supported for NTN and configurable by the network

Editor’s note: The network should be able to configure the UE whether the HARQ is “turned off”.  There is no UL feedback for DL transmission in the if HARQ is turned off.  FFS the impact on other procedures and how to configure
7.2.2 
RLC

Editor’s note: RAN2 will study impacts and possible enhancements at least to RLC reordering (e.g. timers and SN space)

Editor’s note: All RLC modes are supported.  

Editor’s note: Study the need to extend the RLC/PDCP SN and window sizes based on throughput requirements.
7.2.2.1 
Status Reporting

Problem Statement

A status report can be triggered by the polling procedure or by detection of reception failure of an AMD PDU which is indicated by the expiration of t-Reassembly. This timer is started when an AMD PDU segment is received from lower layer, is placed in the reception buffer, at least one byte segment of the corresponding SDU is missing and the timer is not already running. The procedure to detect loss of RLC PDUs at lower layers by expiration of timer t-Reassembly is used in RLC AM as well as in RLC UM. [TS 38.322] The timer t-Reassemly can be configured by fixed values between 0 and 200ms [TS 38.331]. For the terrestrial case this timer covers the largest time interval in which the individual segments of the corresponding SDU have to arrive out of order at the receiver due to SDU segmentation and/or HARQ retransmissions before a status report and consequently an ARQ-retransmission is triggered. If HARQ is supported by NTN, an extension of the t-Reassembly timer could become necessary, because then the timer should cover the maximum time allowed for HARQ transmission which will probably be a value larger than the RTD.

If HARQ is supported by NTN, the timer t-Reassembly should be modified to support NTN.
Possible Solution

If HARQ is supported by NTN, the value range of t-Reassembly should be extended to support NTN.
Editor’s note: The following assumptions will be taken as a baseline and can be revisited if new performance and QoS requirements are defined:
A modification of the t-PollRetransmit timer may not be needed to support NTN.
A modification of the t-statusProhibit timer may not be needed to support NTN.

7.2.3 
PDCP

Editor’s note: RAN2 will study impacts and possible enhancements at least to PDCP reordering (e.g. timers and SN space)

7.2.3.1 SDU Discard

Problem Statement

The transmitting PDCP entity shall discard the PDCP SDU when the discardTimer expires for a PDCP SDU or when a status report confirms the successful delivery [TS 38.322]. The discardTimer can be configured between 10ms and 1500ms or can be switched off by choosing infinity [TS 38.331]. 

The discardTimer mainly reflects the QoS requirements of the packets belonging to a service. However, by choosing the expiration time of the discardTimer or the QoS requirements, the RTD as well as the number of retransmissions on RLC layer and/or HARQ shall be considered. By increasing the expiration time of discardTimer, one should keep in mind that extended timer values will increase the amount of required memory for the buffer.

Editor’s note: RAN2 will study the modification of the discardTimer. 
7.2.3.2 Reordering and In-order Delivery

Problem Statement

In order to detect loss of PDCP Data PDUs, there is the timer t-Reordering which is started or reset when a PDCP SDU is delivered to upper layers [TS 38.322]. The maximum configurable expiration time is 3000ms [TS 38.331]. This might limit the overall number of retransmissions of the RLC AM ARQ protocol for NTN. 

Editor’s note: Following assumption will be taken as a baseline and can be revisited if new performance and QoS requirements are defined: RAN2 will study the modification of the timer t-Reordering.
7.2.4

SDAP

The SDAP layer is responsible for the mapping between QoS flows and DRBs [9]. It is not affected by the large round trip delays (RTD) occurring in NTN. There are no modifications needed in the SDAP layer to support non-terrestrial networks.
7.3 
Control plane enhancements

Editor’s note: RAN2 will study impacts and possible enhancements to Mobility (cell reselection), TA management and update

Satellite beams or satellites  are not considered to be visible from UE perspective in NTN.  This does not preclude differentiating at the PLMN level the type of network (e.g. NTN vs. terrestrial).   

Note: Rel-15 definitions are considered as a baseline for NTN

[image: image1]
Figure 7.3.1-1: Options for PCI and SSB mapping into satellite beams

Both options a) same PCI for several satellite beams and b) one PCI per satellite beam, can be considered in NTN with one or multiple SSBs per SSBurst (PCI).

The association between satellite beams and NR SSBs is left for implementation (i.e. it will not be specified)

Two different type of UE categories are considered in this study: 1) with GNSS support, 2) without GNSS support

As per tracking area:

· For GEO, the current tracking area management is assumed as a baseline

· For LEO with moving beams study fixed and moving tracking area solutions
Editor’s note: characteristic of the measurement variations in satellite systems will be added here
Editor’s note: It is agreed that UE location and satellite ephemeris information would be beneficial
7.3.1 
Idle mode mobility enhancements
7.3.2 
Connected mode mobility enhancements
Editor’s note: RAN2 will study impacts and possible enhancements to Mobility (hand-over)
Editor’s note: NTN specific aspects related CHO can be studied in the RAN2#106meeting
For GEO NTN, mobility management procedures require adaptations to accommodate large propagation delay. In particular radio link management may require specific configuration.
For LEO NTN, mobility management procedures should be enhanced to take into account satellite movement related aspects such as measurement validity, UE velocity, movement direction, large and varying propagation delay and dynamic neighbour cell set.
7.3.3 
Paging issue
Editor’s note: RAN2 will study impacts and possible enhancements to TA management and update and report to RAN3
7.3.4 
Radio Link Monitoring

7.3.5 
TBD

Editor’s note, section can be added based on enhancements identified to be studied

End of changes
Start of changes
Annex B: KPI and evaluation assumptions
B.1
Key Performance Indicators
KPIs defined in 3GPP TR38.913 are considered.

B.2
Performance targets for evaluation purposes
This table includes performance values that may be used for theoretical analysis or simulations.

The values relate to targeted performances, but should not be considered as strict requirements.

Table B.2-1: Non-Terrestrial network target performances per usage scenarios
	Usage scenarios
	Peak data rate (note 1)
	Experience data rate (note 2)
	Overall UE density per km2
	Activity factor (note 3)
	Max UE speed

	
	DL
	UL
	Downlink
	Uplink
	
	
	

	Pedestrian
	
	
	2 Mbps
	60 kbps
	10
	1,50%
	3 km/h

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	Vehicular connectivity
	
	
	50 Mbps
	25 Mbps
	400
	50%
	250 km/h

	Stationary
	
	
	50 Mbps
	25 Mbps
	10
	TBD
	0km/h

	Airplanes connectivity
	
	
	360 Mbps
	180 Mbps
	
	TBD
	1 000 km/h

	NB-IoT connectivity (Note 3)
	
	
	2 kbps
	10 kbps
	400
	1,00%
	0 km/h

	NOTE 1: In satellite access context, the Peak Data rate corresponds to the data rate that can be provided to a UE at beam centre and at nadir.

NOTE 2: In satellite access context, it corresponds to the data rate that can be provided to a UE at the edge of a beam at min elevation. 

NOTE 3: the activity factor corresponds to the percentage value of the amount of simultaneous active UEs to the total number of UEs where active means the UEs are exchanging data with the network. It is defined in 3GPP TS 22.261

NOTE 4: This does not preclude the definition of performance parameters for other usage scenarios in future stages


Mobility interruption time should be equivalent as in terrestrial systems except in the case of handover between satellite and terrestrial access. In the latter case, this interruption time will depend on the satellite orbit.

End of changes
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