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[bookmark: _Ref178064866]Introduction
In this contribution, we show our views on intra-UE prioritization for critical packets within a RB/QoS flow.
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In TR22.804, there are many use cases for the IIOT application. For some IIOT applications, it has a feature that each packet can have the different priority within a traffic flow. The followings are excerpt from the TR22.804.
	[bookmark: _Toc515792958]5.3.17.1	Description
Many control systems operate synchronously based on a periodic control cycle. Measurements (sent by the sen-sors) are usually periodic. This allows the controller to request the actuators to perform small adjustments in or-der to maintain the desired output response and a stable system. A stable system will be operating within a de-sired output response during a predefined time window. 
The reliability of the transmissions has to be very high: the measurements need to be received successfully and any commands sent to the actuator must also be received successfully, all within tight latency bounds. 
There are some processes (or plants) that may already be in a stable situation. As an example, a robotic arm which performs a repetitive task (e.g., pick up a package), will require the arm to be positioned within a target area A at a given time window T. As long as the arm is within the target area A within window T, the system is considered stable. When the system is stable, commands to adjust the position of the arm may not be necessary. On the other hand, if the arm is outside the area at the target time window, the controller will request the actuator to move the arm toward the target area A, and such actions will have a high priority or urgency, and therefore the command sent requires a higher reliability from the network.
Therefore, the information regarding system state or the "urgency" of the message, or the desired reliability of the message transmission, can be used by the network to manage resources more efficiently by scheduling resources for each of the transmissions. Similarly, if the process or plant under control is stable, the data may not be as urgent, and the network can give fewer resources to the sensor device to send the measurements to the controller or to a command to keep the actuator at the same position. That means that the desired reliability for the message can vary dynamically, and if this information can be provided from the controller to the network, the network can use that information to optimise resource allocation. 
The alternative to adjusting the reliability dynamically is provisioning the system for the highest possible reliability required, which would require more resources and therefore reduce the network efficiency.
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5.3.17.6	Potential requirements
	Reference number
	Requirement text
	Application / transport
	Comment

	Factories of the Future 17.1
	The 3GPP system shall provide means for an application function outside the 3GPP domain to request specific reliability for each (set of) message(s) transmitted
	
	

	Factories of the Future 17.2
	The 3GPP system shall provide means for 3rd party application servers to provide information about the required transmission QoS desired for different granularity of data transmitted by the 3rd party application server. The data granularity can be each packet or a set of packets. This information may be used by the 3GPP system to optimise resource usage.
	
	






The question is whether the packets with different priorities of an IIOT application are transmitted through a single IP flow or different IP flows.
In the IP flow, the priority of the packet is indicated by DSCP which is included in the IP header. However, the mapping between an application and an IP flow is typically based on the 5-tuple, i.e. Source IP Address, Destination IP Address, Protocol ID, Source Port, Destination Port. Though it is possible that the DSCP is used in the QoS filter, it depends on the operator decision, and the use of DSCP in the QoS filter cannot be always guaranteed. Therefore, it is possible that different priority packets are transmitted through a single IP flow.
For instance, in the video frame, there are three types of video frame, i.e., I-frame, B-frame, and P-frame. Among those frame types, the most important frame is the I-frame. If an I-frame is not successfully transmitted, B-frame or P-frame cannot be decoded in the receiver. Loss of I-frame is typically perceived as small video freeze or jump up to few seconds, and the B-frame or P-frame is of no use. Therefore, the I-frame should be prioritized than B-frame and P-frame within a single IP flow for the video frame.
In the Factory use case, the Ethernet is typically used instead of the IP. Even in the Ethernet packet, there is a field “802.1Q” indicating the priority of the packet. Similar to the DSCP, the 802.1Q can be considered in Ethernet flow mapping. However, similar to the DSCP, we think 802.1Q may not be always considered in Ethernet flow mapping.
Observation1. Packets with different priority can be transmitted through a single IP flow or a single Ethernet flow.

An IP flow is mapped to a QoS flow based on the NAS mapping rule. It means that the packets belonging to an IP flow is transmitted through a mapped QoS flow. In other words, the packets belonging to an IP flow cannot be transmitted through more than two QoS flows.
Similarly, a QoS flow is mapped to a DRB based on the AS mapping rule. It means that the packets belonging to a QoS flow is transmitted through a mapped DRB. In other words, the packets belonging to a QoS flow cannot be transmitted through more than two DRBs.
To summary, there is one-to-one mapping relationship between IP flow – QoS flow – DRB. 
Observation2. There is one-to-one relationship between IP flow (or Ethernet flow) – QoS flow - DRB.

From RAN2 point of view, unless the NAS mapping is enhanced (i.e. one IP flow is mapped to multiple QoS flows) in other working groups, RAN2 should provide a mechanism to prioritize the high priority packet within a single QoS flow or a single DRB.
Prioritizing the high priority packet within a single QoS flow can be achieved by the packet inspection in the SDAP layer. That is, the SDAP entity is mapped to multiple DRBs, and transmit packets on the DRB according to the packet priority.
On the other hand, prioritizing the high priority packet within a single DRB can be achieved by the packet inspection in the PDCP layer. That is, the PDCP entity is mapped to multiple RLCs, and transmit packets on the RLC according to the packet priority.
As the packet prioritization within an IP flow is feasible from the RAN2 point of view, we ask RAN2 to study a mechanism in RAN in the context Industrial IoT.
Proposal: RAN2 should provide a mechanism to prioritize the high priority packet within a single QoS flow or a single DRB.
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[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]In this contribution, we show our views on intra-UE prioritization for critical packets within a RB/QoS flow. Based on the above discussion, we propose followings.
Proposal: RAN2 should provide a mechanism to prioritize the high priority packet within a single QoS flow or a single DRB.


