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1	Introduction
In TR38.874 mechanisms are proposed for the CU to discover the IAB node topology that subtends a Donor (section 9.5) and to adapt the topology based on radio link measurements (sections 9.7).  This contribution further addresses how discovery information is used for topology adaptation and how routing in IAB nodes may be updated.  

2	Discussion
2.1	Routing and Topology for Architecture 1a
As a result of topology discovery, the CU will know the associations between the parent and child DUs that subtend the donor.  The CU may hence construct a topology representation that describes the connectivity for nodes in the IAB structure.  Possible next hops or interfaces can therefore be derived simply by tracing the path between source destination nodes. The topology representation allows the CU to know the hop count between the Donor and each subtending IAB node and whether multiple routes exist to a UE serving IAB node.   However, the representation is only useful if it is maintained, e.g. after execution of topology adaptation described in TR38.874, sections 9.7.4 - 9.7.6, after an IAB node is removed from service. Topology discovery information at the CU is only useful if it is maintained as the topology adapts. The CU may either re-associate IAB node information obtained during initial discovery with a new upstream node, or the same mechanisms used by the CU to discover IAB Node parent/child associations may be repeated whenever there is a change in IAB node connectivity. 
In TR38.874, handover and dual-connectivity are described as the baseline mechanisms for topology adaptation.  Whether adding a redundant leg or performing topology adaptation via IAB MT handover, the IAB CU has an additional task (as part of RRM) to consider IAB node connectivity, particularly hop count in the handover decision.  During the topology adaptation procedure, e.g. when handover the IAB-MT to another Donor-DU or IAB node, the CU may consider a variety of reasons, such as congestion and latency along the new path, and an increase in hop count.  Assessing these factors is a new task for the CU, and is made possible by topology information at the CU.
Routing through the IAB topology requires sending packets from the Donor to the UE serving IAB node. The identifiers used for routing should correspond to the destination at the donor (for uplink) and UE serving IAB node (for downlink).  In the case of F1 tunnel termination in the UE serving IAB node and IP based routing (UP option e, figure 8.2.2), the destination identifiers may be the F1 tunnel IP addresses of the Donor CU and of the UE serving IAB node DU. Based on its topology information, the CU can create IP routing tables which it sends to each IAB node in the path between the CU and a UE serving IAB node. Note for option e (figure 8.2.2), this allows the IAB node IP address to be in the subnet of the Donor CU rather than the Donor DU. Packets may be forwarded between the CU and the Donor DU based on the CU provided routing table.   
A similar mechanism may be used for routing between the Donor DU and UE serving IAB nodes for the architecture options without the IP layer in IAB nodes, such as UP option d (in figure 8.2.2). Adaptation layer identifiers are required that indicate the Donor DU destination (for uplink) and the UE serving IAB node (for downlink). These identifiers are used with CU provided routing tables to determine the uplink and downlink path at each IAB node when there is more than one option available.   
In either case, the CU determines the route through the IAB topology for each destination IAB node, and programs the forwarding path at each hop accordingly, much like a Software Defined Networking (SDN) controller would do in wired networks. UE Dual/multi-connectivity is naturally supported since the destination IAB node is different for each connectivity path.
Identifiers used for routing should correspond to the destination at the donor (for UL) and UE serving IAB node (for DL). Whenever there is a change in topology, the CU can use topology information to calculate routing tables for each IAB node, so packets are forwarded between the endpoints. The CU can distribute the forwarding instructions to each IAB node much like an SDN Controller would program switches in a wired network.
When there are multiple paths or potential paths (e.g. because of IAB node dual connectivity) between the UE serving IAB node and the Donor, there may be more than one entry per-destination in an IAB nodes routing table.  A Cost field in the routing table may be used to select the preferred path for forwarding. The Cost field should be initially populated by the CU and may be updated locally at the IAB node or Donor DU should local conditions change (e.g. due to a link event). The Cost may indicate a simple forwarding preference, or an attribute of the forwarding path such as number of hops, loading along the path, available QoS, level of congestion, available bandwidth and latency.
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Figure 1: Example IAB node routing table with Cost Fields
These Cost field attributes along with CU supplied rules for evaluating them may be used as a means for fast switching when there is a link event, such as radio condition deterioration or restoration.   A link event propagated to the IAB node via the user plane or control plane may alter a Cost field attribute, triggering a rule so packets are forwarded over an alternate route.
Proposal 1: Discuss and agree the maintenance of the topology information in the Donor-CU, and use the topology information during the topology adaptation. 
4	Conclusion
Summary: The contribution proposes an approach for topology management and routing for IAB Option 1a.
Proposal: Discuss and agree the maintenance of the topology information in the Donor-CU, and use the topology information during the topology adaptation. 
It is proposed to include the TP on Routing for Option 1a in TR 38.874.
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As a result of topology discovery, the CU will know the associations between the parent and child DUs that subtend the donor.  The CU may hence construct a topology representation that describes the connectivity for nodes in the IAB structure.  Possible next hops or interfaces can therefore be derived simply by tracing the path between source destination nodes. The topology representation allows the CU to know the hop count between the Donor and each subtending IAB node and whether multiple routes exist to a UE serving IAB node.   However, the representation is only useful if it is maintained, e.g. after execution of topology adaptation described in TR38.874, sections 9.7.4 - 9.7.6, after an IAB node is removed from service. Topology discovery information at the CU is only useful if it is maintained as the topology adapts. The CU may either re-associate IAB node information obtained during initial discovery with a new upstream node, or the same mechanisms used by the CU to discover IAB Node parent/child associations may be repeated whenever there is a change in IAB node connectivity. 
In TR38.874, handover and dual-connectivity are described as the baseline mechanisms for topology adaptation.  Whether adding a redundant leg or performing topology adaptation via IAB MT handover, the IAB CU has an additional task (as part of RRM) to consider IAB node connectivity, particularly hop count in the handover decision.  During the topology adaptation procedure, e.g. when handover the IAB-MT to another Donor-DU or IAB node, the CU may consider a variety of reasons, such as congestion and latency along the new path, and an increase in hop count.  Assessing these factors is a new task for the CU, and is made possible by topology information at the CU.
Routing through the IAB topology requires sending packets from the Donor to the UE serving IAB node. The identifiers used for routing should correspond to the destination at the donor (for uplink) and UE serving IAB node (for downlink).  In the case of F1 tunnel termination in the UE serving IAB node and IP based routing (UP option e, figure 8.2.2), the destination identifiers may be the F1 tunnel IP addresses of the Donor CU and of the UE serving IAB node DU. Based on its topology information, the CU can create IP routing tables which it sends to each IAB node in the path between the CU and a UE serving IAB node. Note for option e (figure 8.2.2), this allows the IAB node IP address to be in the subnet of the Donor CU rather than the Donor DU. Packets may be forwarded between the CU and the Donor DU based on the CU provided routing table.   
A similar mechanism may be used for routing between the Donor DU and UE serving IAB nodes for the architecture options without the IP layer in IAB nodes, such as UP option d (in figure 8.2.2). Adaptation layer identifiers are required that indicate the Donor DU destination (for uplink) and the UE serving IAB node (for downlink). These identifiers are used with CU provided routing tables to determine the uplink and downlink path at each IAB node when there is more than one option available.   
In either case, the CU determines the route through the IAB topology for each destination IAB node, and programs the forwarding path at each hop accordingly, much like a Software Defined Networking (SDN) controller would do in wired networks. UE Dual/multi-connectivity is naturally supported since the destination IAB node is different for each connectivity path.
Identifiers used for routing should correspond to the destination at the donor (for UL) and UE serving IAB node (for DL). Whenever there is a change in topology, the CU can use topology information to calculate routing tables for each IAB node, so packets are forwarded between the endpoints. The CU can distribute the forwarding instructions to each IAB node much like an SDN Controller would program switches in a wired network.
When there are multiple paths or potential paths (e.g. because of IAB node dual connectivity) between the UE serving IAB node and the Donor, there may be more than one entry per-destination in an IAB nodes routing table.  A Cost field in the routing table may be used to select the preferred path for forwarding. The Cost field should be initially populated by the CU and may be updated locally at the IAB node or Donor DU should local conditions change (e.g. due to a link event). The Cost may indicate a simple forwarding preference, or an attribute of the forwarding path such as number of hops, loading along the path, available QoS, level of congestion, available bandwidth and latency.
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Figure 1: Example IAB node routing table with Cost Fields
These Cost field attributes along with CU supplied rules for evaluating them may be used as a means for fast switching when there is a link event, such as radio condition deterioration or restoration.   A link event propagated to the IAB node via the user plane or control plane may alter a Cost field attribute, triggering a rule so packets are forwarded over an alternate route.
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