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1 Introduction
The RRC processing delay requirement has not been defined in NR RRC SPEC. In the RAN2#103bis, it is agreed that we will focus on the UE processing capability to determine the delay requirement. We will not focus on the IMT2020 requirement at this stage. 

=>	We aim that by the end of this quarter we agree the numbers for the RRC procedure performance table in 38.331. The focus should not be on IMT2020 requirements at this stage.

In this paper, we discuss what should be the reasonable RRC processing time based UE processing power and RRC reconfiguration complexity in NR.
2 Discussion
2.1 BWP switch and RRC processing time
One fundamental difference between NR and LTE is that NR has introduced the concept of BWP. The network could perform BWP switch using DCI or RRC. It is not clear that whether RRC-based BWP switch time is include in the RRC processing delay. RAN4 has discussed this issue and their conclusion is up to RAN2 decision. 

There are be 2 options
· Option 1: The RRC processing delay includes RRC-based BWP switch time.
· Option 2: The RRC processing delay does not include BWP switch time, RAN4 will define additional time if the RRC procedure involve BWP switch.

In our view, it is better to include BWP switch time in RRC processing time. The total interruption time for RRC reconfiguration could be clearly defined in RRC SPEC (except for the time of RACH procedure).   

Proposal 1: The RRC processing delay includes RRC-based BWP switch time. 

For DCI-based BWP switch delay, RAN4 has defined the following table [1].

Table 8.6.2-1: BWP switch delay
	[image: ]
	NR Slot length (ms)
	BWP switch delay Y (slots)

	
	
	Type 1Note 1
	Type 2Note 1

	0
	1
	TBD
	[3]

	1
	0.5
	TBD
	[5]

	2
	0.25
	TBD
	[9]

	3
	0.125
	TBD
	[17]

	Note 1: Depends on UE capability.
Note 2: If the BWP switch involves changing of SCS, the BWP switch delay is determined by the larger one between the SCS before BWP switch and the SCS after BWP switch.




It can be shown form that table that the maximum DCI-based BWP switch delay is 3ms. The time to perform BWP switch should be the same no matter it is triggered by DCI or RRC. Therefore, we think that RRC processing should include additional 3ms processing if BWP switch is triggered.

Observation 1: The maximum DCI-based BWP switch delay is 3ms.


Proposal 2: Include additional 3ms time in RRC processing delay requirement for the RRC procedure that triggers BWP switch.

2.2 Basic RRC processing time in NR SA
[bookmark: _GoBack]The design of NR RRC processing time follows LTE principle. The LTE principle is that UE shall be able to complete the reconfiguration within the required time as long as the RRC message comply with UE’s capability. There is a lot of flexibility in the reconfiguration message. It could be a very simple reconfiguration (e.g. modify the parameters of a RLC entity) or it could be a complicate reconfiguration (e.g. to add/modify several DRB and adjust many L1 parameters). Therefore, we have to define the delay requirement base on the worst case.

Observation 2: RRC processing time is defined for the worst case scenario.

The RRC processing time should take UE processing power and configuration complexity into consideration. Compare to LTE, NR has to consider one more important factor, which is the RRC configuration size. The RRC configuration size in NR is much larger than the one in LTE. Large RRC message size of course increase the processing delay. The flexibility (especially in L1 parameters) introduced in NR has highly increase the system complexity and the processing time. So, processing time cannot be reduced much even by higher UE processing power. 

Observation 3: The RRC configuration size in NR is much larger than the one in LTE. Large RRC message size will increase the processing delay.

From UE implementation viewpoint, reconfiguration takes several milliseconds to finish all the necessary steps. The following table is our evaluation of RRC processing delay for LTE and NR. 

Some remarks for the table:
· Some of reconfiguration task is not “CPU bound”, which means that increasing of processing power of CPU does not reduce the processing time.
· To speed up data rate of UP data, usually part of L2 module is implemented by hardware. 
· UE internal delay for message exchange between RRC and L1/L2 modules is included in the table.

	Reconfiguration 
steps
	Processing Time
(LTE UE)
	Processing Time
(NR UE)
	CPU bound
	Note

	L1 Decoding and send the message to RRC
	1ms ~ 2ms
	1ms ~ 1.5ms
	No
	

	ASN.1 decoding
IE checking
Preparing L1 and L2 configuration
	3ms ~ 4ms
	2ms ~ 2.5ms
	Yes
	Highly depending on configuration size and the configuration complexity 

	L1 reconfiguration
	3ms ~ 5ms
	2ms ~ 3.5ms
	Partial
	Highly depending on configuration size and the configuration complexity

	MAC Reconfiguration
	1ms ~ 2ms
	0.8ms ~ 1.5ms
	Partial
	

	RLC/PDCP/SDAP Reconfiguration
	1ms ~ 1.5ms
	0.8ms ~ 1ms
	Partial
	Including security update
Depends on umber of RBs to be configured

	Total Time
	9ms ~ 14.5ms
	6.6ms ~ 10ms
	
	



Therefore, aggressive proposal such as 3ms or 5ms is infeasible from implementation point of view. Based on above evaluation, to cover the worst case scenario, a reasonable processing time for basic NR reconfiguration is 10ms. The basic NR reconfiguration does not include BWP switch or reconfiguration with sync.

Proposal 3: Define 10ms RRC processing delay requirement for basic RRC reconfiguration procedure. 

In LTE, the RRC processing time is defined as 15ms or 20ms depending on the whether the configuration is “complicate” or not. The complicate reconfiguration such as handover, SCell add/release will be using the large value (i.e. 20ms). In NR, we could use the same 2-level approach. BWP switch is one of the complicate reconfiguration that required additional 3ms processing time. For other procedure such as reconfiguration with sync, SCell addition/release, and SCG establishment/modification/release, we think that 3ms more time to handle this is also needed. Therefore, we propose to have 10ms/13ms processing delay requirement in NR.

Proposal 4: Define 13ms RRC processing delay requirement for the RRC reconfiguration involving the following procedure
· Reconfiguration with sync
· BWP switch
· SCell addition/release
· SCG establishment/modification/release

A CR to capture the above proposals is provided in [2].

Proposal 5: RAN2 adopts the CR in [2].

3 Conclusions	
Base on the discussion in section 2, we have the following observations and proposals: 

Observation 1: The maximum DCI-based BWP switch delay is 3ms.

Observation 2: RRC processing time is defined for the worst case scenario.

Observation 3: The RRC configuration size in NR is much larger than the one in LTE. Large RRC message size will increase the processing delay.

Proposal 1: The RRC processing delay includes RRC-based BWP switch time. 

Proposal 2: Include additional 3ms time in RRC processing delay requirement for the RRC procedure that triggers BWP switch.

Proposal 3: Define 10ms RRC processing delay requirement for basic RRC reconfiguration procedure. 

Proposal 4: Define 13ms RRC processing delay requirement for the RRC reconfiguration involving the following procedure
· Reconfiguration with sync
· BWP switch
· SCell addition/release
· SCG establishment/modification/release

Proposal 5: RAN2 adopts the CR in [2].
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