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1
Introduction

After the RAN#75 meeting, a new SI was agreed [1] main objective of which is to study relaying technologies for NR. Since the NR radio access technology will exploit availability of higher frequencies spectrum, it is anticipated that more NR base station will be needed to achieve the same coverage as with low frequencies. Thus, relay networks will help operators to deploy and connect more base stations in a simple and the cost efficient way.

One of the technical topics discussed for this SI is whether we need any additional flow control mechanism between intermediate IAB nodes along the transmission path. As presented and discussed during the previous meetings, different IAB links along the transmission path may have different capacities and effective data rates. As an example, the IAB node with an access link for a particular UE may have lower effective capacity when compared to the IAB links at the upstream nodes. As the aforementioned upstream nodes have higher link capacity, they may send more data potentially causing congesting at the downstream IAB node.   
In this discussion we firstly elaborate more on the actual problem and its severity, and then we present several potential solutions that can be considered for the IAB flow control if the latter is considered to be essential for the IAB deployments. 
2
Flow control for IAB deployments
2.1
General problem

As already quickly mentioned in the Introduction part, if we assume IAB deployment with multiple hops in between, then one can imagine a situation when data congestion occurs at any given intermediate or access IAB node. The fundamental reasons for data congestion are due to the fact that different wireless link may have different effective capacities governed by the effective SINR for a particular node. From that perspective the data congestion is much more likely to occur at the access link where mobile stations enter and leave the system creating quite noticeable variations in the effective throughput. On the contrary to it, IAB nodes do not move and thus their effective IAB backhaul link capacity can be considered as relatively stable. Of course, even intermediate IAB backhaul links could in principle experience some data congestions caused by link blockage and/or performance loss which is more likely to occur at higher frequencies.

One of the fundamental questions we need to answer is whether data congestion causes any noticeable damage to the overall system, as the phenomena is not new to wireless systems and occur in IP networks where peak rates are even higher and observed data rates experience even higher fluctuations. Firstly, it is important to note that most applications rely upon the TCP as a transport protocol, which has built-in flow control mechanism. In other words, if any of the intermediate IAB links gets congested, it will impact immediately the TCP ACK rate causing the source to slow down. The TCP transmitter adjusts its transmission window not only based on the explicit negative acknowledgements but also based on absence of any kind of feedback from the receiver. As the congested IAB node will aggregate a number of TCP flows, all them will immediately slow down on sending more data. 

In addition to the TCP flow control, the NR ARQ transmission window will not simply allow for having unlimited and uncontrolled number of outstanding packets, which also implicitly performs function of the flow control. However, the NR ARQ transmission window will perform efficient flow control only when it works in the end-to-end ARQ mode; one can argue that hop-by-hop ARQ mode still may cause data congestion as the intermediate IAB node will be just successfully acknowledging received packets and the upstream node may continue to send more data. 

As a small summary, as long as the intermediate IAB node has enough buffer space to keep as many packets as the ARQ windows allows, data congestion should not cause significant problems: buffered data will sooner or later be transmitted and the higher transport layer transmitter will inevitably slow down on sending packets due to decreased rate of received acknowledgements.    
Observation 1a:
TCP has built-in flow control mechanism that will automatically slow down once the received ACK data rate decreases and/or explicit NACK is received.

Observation 1b:
The ARQ level transmitter cannot send more outstanding packets than the ARQ window allows. However, ARQ window will not be able to perform efficiently flow control if hop-by-hop ARQ is enabled.  
Observation 1c:
As long as the IAB node has enough buffer space, data congestion should not cause any critical issue.

Of course, it can be argued that IAB nodes will not have enough buffer space or cannot be dimensioned to sustain a situation when all the DRBs have as many packets as their ARQ windows allow. However, even if it is the case then the problem is not fundamentally new and it may also occur for a normal wired DU or gNB. In other words, if the DU/gNB buffers are consciously dimensioned in such a way that they cannot keep the maximum number of packets over all the DRBs, then the additional mechanisms, such as AQM and ECN, are deployed to perform proactive packet dropping/marking effectively asking the transmitter to slow down before buffers get full. Nevertheless, all these aspects are up to a particular network implementation and configuration. 

Observation 1d:
Legacy 3G and 4G base stations already use AQM and ECN mechanisms to prevent situations when the TCP transmitter(s) send large volumes of data.  


It is also worth noting that flow control mechanism value is not always in its ability to prevent buffer overflows (which is maybe not the most critical issue at all as elaborated above), but also in its capability of reporting actual buffer status that allows transmitter to make a decision on how much data should be sent next to a particular UE. As a simple example, if an IAB node has two associated UE and one of them has full DL buffer and another UE DL buffer is empty, then the transmitting node can consider sending more data to the UE with lower buffer occupancy thus optimizing overall network resource utilization. Same reasoning can be also applied to the IAB backhaul link, where the transmitter can consider sending more data to those DRB that experience buffer underflows.
Observation 1e:
Flow control mechanism value is not only in mitigating or preventing data congestion (problem of which could be marginal), but also in being able to provide buffer status information that a transmitter can use to optimize overall network resource utilization.
Hence, we will consider below several solutions that can be applied to perform flow control and/or buffer management in the relay networks. For the sake of tractability, we will classify them into the higher layer solutions, which leverage existing interfaces and procedures defined by RAN WG3, and lower layer solutions that are based on RAN WG2 procedures.
2.2
Higher layer flow control solutions

2.2.1
Architecture 1
For architecture 1 comprising CU and DU network entities, one of the simplest and the most straightforward way to introduce flow control into IAB is to leverage existing F1-U flow control already defined for the CU/DU network deployment. Indeed, since the DU has the same interface to CU regardless of the fact whether it is wired or wireless, all the existing principles can be reused. It can be even argued that F1-U flow control has to be always applied regardless of the fact whether DU is wired or wireless to keep homogeneous CU implementation and to understand how much data should be sent to a particular UE associated with the DU. This flow control mode can be viewed as centralized end-to-end in a sense that CU manages buffers only at the DU holding the access link of a particular UE, and all the decisions are done inside the CU. In other words, the CU does not aim to managing buffer at intermediate DU nodes, if any. 
Following the same line of reasoning, one can also envision the centralized hop-by-hop flow control mechanism in which the CU would manage not only buffers at the DU, where the UE access link is, but also intermediate DU buffers. It is obvious that CU knows the overall topology of connected DU and thus it also knows what the intermediate DU nodes are. Then, the CU can collect and analyze buffer status information from all the DU nodes across the transmission path  effectively deciding how much data can be sent accounting not only for potential bottlenecks at the access DU, but also at the intermediate nodes. The only downside of this approach is that if intermediate IAB nodes use some form of the UP data aggregation (e.g. above RLC), then the intermediate IAB node will not be able to differentiate between individual UE DRB buffer sizes, as opposed to the access DU that reports this information on the per UE DRB basis.
Observation 2a:
F1-U flow control can be applied with no changes to a DU regardless of the fact whether it is wired or wireless, effectively allowing CU to know and decide how much data should be sent to each individual UE DRB (centralized end-to-end mode).

Observation 2b:
Same F1-U flow control principle can be applied to all intermediate DUs along the transmission path (centralized hop-by-hop mode).

Observation 2c:
If UP data aggregation is used by the intermediate DU nodes, then the intermediate DU nodes will not be able to report individual UE DRB buffer status.

Architecture 2a
For architecture 2a, there is no CU/DU split and thus every IAB node works as a full functional gNB. In other words we cannot apply the same F1-U flow control. However, since every IAB node works like a full functional gNB, one can consider running Xn between them. From the Xn interface perspective it does not matter whether it is a wired or wireless link, and since architecture 2a protocol stack assumes the full GTP connection, the corresponding Xn packets can be sent without any changes into the protocol stack.

One fundamental difference between a flow control solution for Architecture 1 and 2a would be the fact that while in architecture 1 all the F1-U flow control  decisions are centralized inside the CU, the architecture 2a flow control decisions are distributed as every node just decides locally and independently how much data it can/should sent to its neighbor on a hop-by-hop basis.  

Observation 3a:
Existing Xn flow control can be applied in a scenario where the IAB node is a full functional gNB (distributed hop-by-hop mode).
2.3
Lower layer flow control solutions

As a completely different approach to how flow control mechanism could be designed, it is possible to consider a solution similar (or even identical) to the one that RAN WG2 already uses to report UL buffer status. Conceptually, it does not matter whether a particular node uses the MAC header to report UL or DL buffer status, so a similar MAC control element can be used to convey the corresponding information on the DL buffer status to the upstream node. As each node will make local and independent decisions on how much data should be sent to its downstream neighbour, this mode of operation can be also viewed as distributed hop-by-hop. 

Referring back to our considerations for architecture 1 and 2a, it is important to note that the MAC based flow control solution is completely agnostic to a particular architecture type and thus can be applied to any deployment type in a unified and homogenous way. Nevertheless, it is worth expressing the downside of this approach which is similar to the one we noted in Observation 2c: if UP data aggregation is used then the whole backhaul RLC channel aggregating multiple UE DRBs will stall. It may lead to situation when one particular “greedy” UE DRB will cause stop data transmission from other UE DRBs multiplexed over the same RLC channel. 
Observation 4a:
MAC header can convey DL buffer status information to the upstream node facilitating flow control operation (distributed hop-by-hop mode).

Observation 4b:
MAC header solution is agnostic to a particular architecture type.

Observation 4c:
Similar to observation 2c, if UP data aggregation is used by the intermediate nodes then they will not be able to report individual UE DRB buffer status.
3 Conclusion
In this discussion paper we have provided our initial observations regarding different flow control design schemes for different architectures. In general, our view is that data congestion problem could be somewhat exaggerated. As presented in the paper, presence of the TCP flow control, NR ARQ transmission window, sufficiently large buffers and the AQM mechanisms can mitigate the problem, in the same way as it is solved in normal IP networks which have even higher data rates and speed fluctuations. Nevertheless, the corresponding flow control solutions could be useful not only to avoid data congestion, but also ensure to better resource utilization whereupon the network would not allocate resources for those flows which already have full buffers. 

As further presented in the paper, potential solutions could be classified into two big areas: based on higher layer protocols defined by RAN WG3 and based on lower layer mechanisms. As for the higher layer signaling, the F1-U and Xn-C flow control mechanisms could be applied to architecture 1 and 2a, respectively, which makes them quite appealing in a sense that they would come for free with no specification changes. At the same, lower layer flow control mechanism could be faster and more suitable for the distributed hop-by-hop operation.  
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