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Introduction
[bookmark: _Ref178064866]The TP for IAB flow control and congestion handling was agreed after email discussion as shown in [1]. One of FFSes in the TP is about additional flow control mechanism for uplink data congestion and similar concern was raised in [2]. However, the current transmission/scheduling mechanisms can fully control the uplink data rate to an IAB node and it is sufficient to control uplink data congestion. This contribution analyses uplink data congestion and the current transmission/scheduling mechanisms.

[bookmark: _Toc462951621][bookmark: _Toc462951630][bookmark: _Toc465023135][bookmark: _Toc465023136][bookmark: _Toc465346829]Discussion
Basically, the ingress data rate from UEs or child IAB nodes can be fully controlled by an IAB node because an intermediate IAB node acts as a gNB-DU to child IAB nodes. The exact ingress data rate from UEs or child IAB nodes can be determined by the intermediate IAB node. However, the intermediate IAB node cannot estimate exact the egress data rate to the parent IAB node because even if the intermediate IAB node transmits a BSR to the parent IAB node, only the parent IAB node can determine how much UL grant would be assigned based on the received BSR.
Observation 1. On the uplink, the intermediate IAB node can determine exact ingress data rate from child IAB nodes or UE, but cannot determine the egress data rate to the parent IAB node. 

With observation 1 above, uplink data congestion can occur only when the ingress data rate from UEs or child IAB nodes is larger than the egress data rate to the parent IAB node. This means that the intermediate IAB node assigns larger amount of UL grants to child IAB nodes than the amount of received UL grant from the parent IAB node continuously. Eventually packets can be discarded only when the intermediate IAB node assigns larger UL grant to the child IAB node than the remaining available buffer space of an uplink buffer, i.e., buffer overflow in an uplink buffer. However, it doesn’t make sense that even though buffer overflow in the uplink buffer is expected, the intermediate IAB node allocates much larger amount of UL grants to child IAB nodes than the remaining available buffer space in the uplink buffer. Thus, no packet discard due to uplink data congestion is anticipated because, at least, the intermediate IAB node would not allocate larger amount of UL grants to child IAB node or UE than the remaining available buffer space in the uplink buffer.
Observation 2. Packet discard due to uplink data congestion may not happen because the intermediate IAB node does not allocate too much UL grants, which may cause uplink buffer overflow, to child IAB nodes or UEs.

Based on the above observations, the intermediate IAB node would allocate UL grants to child IAB node as much as it can and adjust ingress data rate from child IAB node by itself to avoid uplink buffer overflow and data congestion. If an intermediate IAB node is congested on uplink, the intermediate IAB node will reduce the amount of allocated UL grants to child IAB nodes to prevent buffer overflow and finally all descendent IAB node from the intermediate IAB node would do same things, i.e., reducing the amount of allocated UL grants to their child IAB nodes or UEs. Furthermore, although new additional indication is introduced as in [2], the intermediate IAB node still cannot estimate how much UL grants can be assigned from the parent IAB node and only can allocate UL grants to child IAB nodes based on the remaining available buffer space without buffer overflow. Thus, even with the additional mechanism to indicate uplink data congestion, total amount of remaining available buffer space in the uplink buffer is not changed and the allocated UL grants to child IAB nodes may not be different regardless of whether new additional indication is introduced or not. 
Of course, uplink data congestion without buffer overflow may not be resolved for a long time. This means that uplink data congestion should be handled by re-routing or other QoS management mechanism, not the current uplink flow control mechanism. 
Proposal. RAN2 confirms that no additional flow control mechanism for uplink data congestion is needed and removes the related FFS in the TR38.874.
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In this contribution, we discussed uplink data congestion and found below observations and proposal:
Observation 1. On the uplink, the intermediate IAB node can determine exact ingress data rate from child IAB nodes or UE, but cannot determine the egress data rate to the parent IAB node. 
Observation 2. Packet discard due to uplink data congestion may not happen because the intermediate IAB node does not allocate too much UL grants, which may cause uplink buffer overflow, to child IAB nodes or UEs.
Proposal. RAN2 confirms that no additional flow control mechanism for uplink data congestion is needed and removes the related FFS in the TR38.874.
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