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Introduction
[bookmark: _GoBack]In RAN#80, a new SI “Solutions for NR to support Non-Terrestrial Network” was agreed [1]. It is a continuation of the preceding SI “NR to support Non-Terrestrial Networks” (RP-171450), where the objective was to study the channel model for the non-terrestrial networks, to define deployment scenarios, parameters and identify the key potential impacts on NR. The results are summarized in [2]. The new study item has the objective at evaluating potential solutions addressing the minimum necessary identified key impact areas from the previous activity and to study impact on RAN protocols/architecture. The objectives for layer 2 and above are:
	· Study the following aspects and identify related solutions if needed: Propagation delay: Identify timing requirements and solutions on layer 2 aspects, MAC, RLC, RRC, to support non-terrestrial network propagation delays considering FDD and TDD duplexing mode. This includes radio link management. [RAN2]
· Handover: Study and identify mobility requirements and necessary measurements that may be needed for handovers between some non-terrestrial space-borne vehicles (such as Non Geo stationary satellites) that move at much higher speed but over predictable paths [RAN2, RAN1]
· Architecture: Identify needs for the 5G’s Radio Access Network architecture to support non-terrestrial networks (e.g. handling of network identities) [RAN3]
· Paging: procedure adaptations in case of moving satellite foot prints or cells
Note:
· This new study item does not address regulatory issues.



In this paper, we give an overview of the impact of the propagation delay on layer 2 protocols. 
[bookmark: _Ref178064866]Discussion
Given the propagation delays that are experienced in NTN, there is a need to carefully consider all functionalities that involves tight coordination between UE and gNB as well as between UE and core network. Since the physical layer delays due to propagation delays will cascade to the higher layers, it is important to study the impact on each protocol layer and the signalling, such as in use plane and control plane.
[bookmark: _Toc525848600][bookmark: _Toc525848682][bookmark: _Toc525852704]Physical layer delays have a potentially cascading effect on higher-layer.

[bookmark: _Toc525846605][bookmark: _Toc525846606][bookmark: _Toc525846607]In terrestrial networks, propagation delays are typically compensated by means of Timing Advance in order to retain the tight timing between UE and network. This means that it will be important to study how the procedures for acquiring this timing and the ways in which UE and/or gNB pre-compensates for this. The procedures for acquiring the suitable timing relationships may be related with the random-access procedure that will be mainly studied in RAN1 and then might also have RAN2 implications.
[bookmark: _Toc525817615][bookmark: _Toc525817643][bookmark: _Toc525817774][bookmark: _Toc525817794][bookmark: _Toc525817816][bookmark: _Toc525817830][bookmark: _Toc525817871][bookmark: _Toc525817616][bookmark: _Toc525817644][bookmark: _Toc525817775][bookmark: _Toc525817795][bookmark: _Toc525817817][bookmark: _Toc525817831][bookmark: _Toc525817872][bookmark: _Toc525817617][bookmark: _Toc525817645][bookmark: _Toc525817776][bookmark: _Toc525817796][bookmark: _Toc525817818][bookmark: _Toc525817832][bookmark: _Toc525817873][bookmark: _Toc525817618][bookmark: _Toc525817646][bookmark: _Toc525817777][bookmark: _Toc525817797][bookmark: _Toc525817819][bookmark: _Toc525817833][bookmark: _Toc525817874]As mentioned in the TR 38.811 [2], one of the impacts on NR is the extension of the timers, it is a reasonable assumption that when in connected mode, the propagation delay to each UE is known so that gNB can schedule correctly and can configure the timer values accordingly. 
In the companion contributions [4], [5] and [6], user plane, control plane and TDD impacts from long propagation delays are discussed.
[bookmark: _Toc525848604][bookmark: _Toc525848684][bookmark: _Toc525852706]RAN2 to study the impact on each protocol layer and signalling in user plane and control plane.
Longest and smallest propagation delays
In the current TR 38.821 [3], some reference scenarios are defined. The different scenarios might have impacts on mobility, beam-mapping and similar, but for discussions regarding large propagation delays to these scenarios, it is clear that there is a need to simplify and reduce the scenarios mentioned.
Table 1: Propagation delay comparison between GEO and HAPS
	 
	 GEO at 35786 km

	Elevation angle
	Path
	D (km)
	Time (ms)

	UE :10°
	satellite – UE
	40586
	135.286

	GW : 5°
	satellite – GW
	41126.6
	137.088

	Bent Pipe satellite

	One way delay
	Gateway – Satellite – UE 
	81712.6
	272.375

	Round trip Time
	Twice
	163425.3
	544.751

	

	
	HAPS at 229km

	UE :5°
	HAPS – UE 
	229
	1.526

	GW : 5°
	HAPS – GW 
	229
	1.526

	
	
	
	

	Regenerative HAPS

	One way delay
	HAPS – UE 
	229
	1.526

	Round trip time
	HAPS – UE – HAPS 
	458
	3.053



In table 1, we can see a comparison between GEO bent-pipe scenario and the HAPS regenerative scenario. In this case the round-trip time for GEO is 544ms and 3ms for HAPS, which is a very large difference. But from a standardization-perspective they are both similar as the delays seen here are very much larger than in the terrestrial case, which is a maximum cell size of 100km. A standard that considers delay aspects for GEO deployment should be applicable for HAPS.
[bookmark: _Toc525848606][bookmark: _Toc525848685][bookmark: _Toc525852707]RAN2 to mainly consider GEO bent pipe when discussing impacts of latency.

Conclusion
In section 2 we made the following observations:
Observation 1	Physical layer delays have a potentially cascading effect on higher-layer.

Based on the discussion in section 2 we propose the following:
Proposal 1	RAN2 to study the impact on each protocol layer and signalling in user plane and control plane.
Proposal 2	RAN2 to mainly consider GEO bent pipe when discussing impacts of latency.
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