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1.
Introduction

An LS on Time Sensitive Networking (TSN) integration with 5G system (5GS) was received from SA2 128bis meeting [1]. The intention of the LS is to seek answers from RAN1, RAN2 and RAN on TSN performance requirement aspects. Based on the responses from RAN WGs, SA2 will decided which architecture framework as described in TR 23.734 shall be supported in order to introduce the integration between TSN and 5GS. 

2. Discussion
Through this LS, it is understood that the SA2 would like to know whether the performance requirements defined in chapter 8.1 of TR22.804 [2] can be fulfilled, by using the existing 3GPP defined synchronization, prioritization and scheduling, with some potentially enhancements within RAN. 
In TR22.804, the performance requirements (KPI) to support TSN operation for 5G system are categorized as communication service availability, E2E latency, E2E jitter, and clock synchronization accuracy, for both periodic and a-periodic communication service, as shown below:
	Characteristic parameter (KPI)
	Influence quantity
	Requirement
	Remark

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area
	
	

	> 99,999%
	< transfer interval
	
	200
	100 ms
	~ 500 ms
	≤ 42 m/s
	See Remark
	
	Mass Transit 1.3, 1.4, 1.5, 1.6, 1.7, 1.8
	Control of automated train; 2 UEs per train unit

	99,9999% to 99,999999%
	< transfer interval
	
	20 to 50
	0,5 ms to 2 ms
	Transfer interval
	≤ 20 m/s
	≤ 100
	
	Factories of the Future 2.1, 2.2, 2.3, 2.8, 2.10
	Motion control and control-to-control use cases

	99,9999% to 99,999999%
	< transfer interval 
	
	≤ 1 k
	≥ 4 ms
	Transfer interval
	≤ 20 m/s
	≤ 10
	
	Factories of the Future 5.1, 5.3, 5.6
	Motion control and control-to-control use cases

	> 99,9999% 
	< transfer interval 
	< 50% of transfer interval
	40 to 150 k
	1 to 500 ms
	Transfer interval
	≤ 14 m/s
	≤ 100
	≤ 1 km2
	Factories of the future 6.1, 6.2, 6.4, 6.6, 7.1, 7.6; Electric Power Distribution 5.1, 5.2, 5.4
	Mobile control panels, mobile robots, and differential protection

	NOTE 1: The jitter interval is symmetric. However, only late arrivals count as communication error.


Table 1 performance requirements for periodic communication

	Characteristic parameter (KPI)
	Influence quantity
	Related requirement
	Remark

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Service bit rate: user-experienced data rate
	UE speed
	# of UEs
	
	

	99,9999%
	< 1 ms
	
	150 kbit/s to 4,61 Mbit/s
	≤14 ms/s
	
	PMSE 1.1, 1.3, 1.6
	Audio streaming for live performance

	≥ 99,9999%
	5 ms to 10 ms
	
	
	
	
	Electric Power Distribution 3.1, 3.2, 4.2, 4.3
	Medium-voltage electric power distribution grid

	99,9999% to 99,999999%
	< 30 ms
	< 50% of end-to-end latency
	> 5 Mbit/s
	
	
	Factories of the Future 6.2, 6.6
	Mobile control panels with safety functions; bi-directional communication

	> 99,999%
	< 500 ms
	
	≥ 2 Mbit/s
	≤ 42 m/s
	See remark
	Mass Transit 1.6, 1.7, 1.8
	CCTV communication service for surveillance cameras; 2 UEs per train unit

	> 99,99%
	< 200 ms
	
	≥ 200 kbit/s
	≤ 42 m/s
	See remark
	Mass Transit 4.2, 4.3, 4.4
	Emergency voice call; 2 UEs per train unit

	> 99,9%
	< 10 ms
	
	
	
	
	Factories of the Future 10.2, 10.3
	Augmented reality; bi-directional transmission; support at least 3 devices in the same radio cell

	NOTE: The jitter interval is symmetric. However, only late arrivals count as communication error.


Table 2 performance requirements for a-periodic communication
	clock synchronicity accuracy level 
	Number of devices in one Communication group for clock synchronisation
	Synchronisation clock synchronicity requirement 
	Service area 
	Use case reference

	1
	 Up to 300 device
	< 1 µs
	≤ 100 m2
	Factories of the Future 2.4

Factories of the Future 5.3

PMSE 1.2, 

Electric Power Distribution 4.1

	2
	Up to 10 UEs
	< 10 µs
	≤ 2500 m2
	PMSE 3.1

	3
	Up 500 UEs
	< 20 µs
	≤ 2500 m2
	PMSE 2.1


Table 3 clock synchronization service performance requirement
1. Communication service availability
From Table 1 and Table 2, it can be observed that one of the most stringent requirements is communication service availability of 99,999999%. In TR22.804 [2], communication service availability is defined as “percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.” In TR37.910 [4], URLLC DL and UL reliability are evaluated and reliability is defined as “reliability is the success probability of transmitting a layer 2/3 packet within a required maximum time, which is the time it takes to deliver a small data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface at a certain channel quality.”
In Annex C of TR22.261 [3], the relationship between the communication service availability and reliability is clarified. The service availability addresses the availability of a communication service whilst the reliability addresses the availability of the communication network. In other words, reliability covers the communication-related aspects between two nodes, while communication service availability addresses the communication-related aspects between two communication service interfaces. If an assumption is made that the performance discrepancy between the communication service interface and network node is negligible, i.e. none of those cases (“traffic gets stuck”, “less capacity than agreed”, “heterogeneous network”) will happen for our targeted scenario, the reliability value in [4] can be used as the communication service availability value.  
 In chapter 6.1.1 of the study on self evaluation towards IMT-2020 submission [4], it is observed that NR FDD fulfils 99.999% reliability for downlink communication in a wide range of evaluation configurations. With PDCP duplication introduced in higher layer, it is foreseen that 99,999999% reliability is achievable, thanks to the frequency diversity due to different carrier frequencies of different cells. For uplink communication, with 2 repetitions, the reliability for NR FDD can reach at least 99.99999999% for both evaluation configurations (CF = 4 GHz and CF = 700MHz). 
RAN2/RAN3 will start study on higher layer enhancements to NR URLLC in October meeting. One of the objectives of the study is to investigate potential data duplication and multi-connectivity enhancements, for example, PDCP duplication scheme with more than 2 copies for reliability improvement. 

2. E2E latency

The NR user plane latency evaluation is given in chapter 5.7.1.1 of [5]. The NR user plane latency in [5] is defined as one-way transmit time between a packet being available at the IP layer in the BS/UE and the availability of this packet at the IP layer in the UE/BS. The user plane latency contains many delay components including BS/UE processing delay, frame alignment delay, duration for data packets transmission and HARQ retransmission. It is observed that the minimum downlink/uplink NR user plane latency is 0.23ms/0.24ms for NR FDD, with 60 kHz SCS and 2 OFDM symbol non-slot operation (see Table 5.7.7.7.7-1 to Table 5.7.1.1.2-7 in [5]). 
The E2E latency in [2] refers to the time for an IP packet to travel between the UPF and UE, and it is equivalent to the NR user plane latency plus the time between a packet being available at the IP layer of the UPF and this packet being available at the IP layer in BS, i.e. core network latency. We can observe that most of the E2E latency in [2] can be fulfilled. If we assume core network latency is at the same level of above minimum user plane latency, the most stringent requirement on E2E latency of 0.5ms in [2] can be satisfied.  
A new study item on physical enhancements for NR URLLC was approved in RAN#80 meeting, targeting Rel-16. The target of this study is to introduce some physical layer enhancements to achieve higher reliability than Rel-15 for one shot transmission and 0.5 to 1 ms latency, depending on the use cases. With these additional physical enhancements, the required communication service availability and latency can be fulfilled in RAN in a wider range of configurations than that in Rel-15. This needs to be confirmed by RAN1.
3. E2E jitter
Jitter is defined in [2] as the maximum deviation of a time parameter relative to a reference or target value. According to this definition, one could transfer the jitter into a window or interval in time domain which specifies the lower and upper bound of the time instance of receiving of a packet at the terminal. Packet received outside of its corresponding time window or interval shall be treated as unqualified and discarded. To fulfil the jitter requirement, the BS can, for example, be configured to transmit the packet at some specific time instances that the value of any one of these time instance plus the Uu transmission latency would falls within the corresponding time window or interval at the terminal. Another way is to let the terminal device to eliminate the transmission latency fluctuation through e.g. buffering. The terminal could receive a “too early” packet and wait until a suitable time to deliver the packet to upper layer. On the other hand, the solution for “too late” packet can be the same for E2E latency reduction. Additional enhancements might be needed for uplink jitter control, since the BS is not fully aware of the exact time the data arrival at the UE. For periodic service, the UE could update the time a packet becomes available at the UE within a cycle period. The uplink grant provided by the BS can be then (re-)configured to be aligned with this time. 
Overall, with some potential enhancements, it is believed that the requirement on E2E jitter for TSN operation can be fulfilled by RAN.
4. Clock synchronization

In [2], clock synchronization is needed in many TSN operation use cases. For some of the motion control and electric power distribution use cases, a highly precise time synchronization between network nodes can be critical. 
In LTE Rel-15 HRLLC WI, SIB16 was enhanced to include a reference time (GPS time or UTC) with a much finer granularity (0.25us). However, even a finer reference time information is provided to the UE, the synchronization accuracy of 1us is still challenging to fulfil, given the existing timing errors of the BS, the timing errors of the UE and the propagation delay between the BS and the UE.  It is observed [6] that the current Rel-15 NR cannot satisfy the requirement of 1us timing accuracy and there is physical layer impact to support the required time synchronization accuracy. This is up to RAN1 to confirm and discuss possible enhancements.
Proposal: To send an LS reply to SA2:
1.
The requirements on communication service availability and E2E latency can be fulfilled in some scenarios,   confirmation from RAN1 is required. Packet duplication can be supported to further improve reliability.
2.
The requirements on jitter can be fulfilled with some potential enhancements in RAN2.
3.
It is up to RAN1 to evaluate the clock synchronization performance and study potential enhancements.    

3. Conclusion
In this paper, the requirements specified in TR22.804 for TSN operation are discussed and the following proposal is given:
Proposal: To send an LS reply to SA2:
1. The requirements on communication service availability and E2E latency can be fulfilled in some scenarios,   confirmation from RAN1 is required. Packet duplication can be supported to further improve reliability.
2.
The requirements on jitter can be fulfilled with some potential enhancements in RAN2.
3.
It is up to RAN1 to evaluate the clock synchronization performance and study potential enhancements.
A draft LS reply to SA2 based on the analysis in this paper is given in [7].
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